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Workshop 1

Genderlectal differentiation in the Outer and Expanding Circles? Corpus-linguistic explorations

Workshop convenor:
Tobias Bernaisch (Justus Liebig University Gießen)

---

Tobias Bernaisch
Justus Liebig University Giessen
Tobias.J.Bernaisch@anglistik.uni-giessen.de

Genderlectal variation with hedges in the Inner and Expanding Circle? Corpus-based explorations of British English and Southeast Asian Englishes

Earlier sociolinguistic research into genderlects repeatedly profiled – though not unequivocally (cf. e.g. Baumann 1976; Schultz et al. 1984) – women as prototypical users of hedges (cf. e.g. Lakoff 1975; Holmes 1984, 1995; Coates 1987, 1989), i.e. linguistic devices such as I believe or probably removing the definiteness from a statement to potentially save interlocutors’ faces. Hedges can be realised in different forms, e.g. via modal auxiliaries (may, might), modal adverbs (perhaps, possibly) or discourse markers (I think, I mean), and fulfil numerous functions such as expressing doubt or showing sensitivity to interlocutors’ feelings (cf. Coates 2013). For native users of English, more strictly corpus-linguistic gender-oriented explorations of hedges exist as well (cf. e.g. Murphy 2010) and GENDER is sometimes included as a sociolinguistic factor in studies on second-language users (cf. e.g. Lange 2012), but corpus-linguistic investigations of potential gender-preferential uses with learners are not available. This study thus seeks to corpus-linguistically establish a) whether women or men use more hedges in native-speaker and learner contexts, b) what factors determine which concrete hedge a user chooses in a given communicative context and c) on a more theoretical level to what extent the usage of hedges by learners in given postcolonial settings can be reconciled with the evolutionary stage of the postcolonial habitat (cf. Schneider 2007) concerned.

Eight clausal (e.g. I think, I guess) and eight non-clausal (e.g. maybe, apparently) hedges were extracted from texts by native speakers from Great Britain and texts by learners from Hong Kong, the Philippines and Singapore not beyond the level B2 in the Common European Framework of Reference for Languages as they are available in ICNALE, the International Corpus Network of Asian Learners of English (Ishikawa
Each of the 1530 examples was annotated for REGION, MODE, SEX of user, AGE of user and OCCUPATION of user and statistically modelled via conditional inference trees (cf. Hothorn & Zeileis 2015; Hothorn et al. 2006) and multinomial log-linear regression (cf. Venables & Ripley 2002).

The data show that men use more hedges in Great Britain and Singapore, while women employ more hedges in Hong Kong and the Philippines. I think is the most frequent hedge, but the concrete hedge chosen is determined by REGION, where Singapore is notably different from other territories, MODE, SEX and OCCUPATION, where speakers in the humanities choose other hedges than people with more technologically-oriented jobs. Learners in endonormatively stabilised postcolonial settings as in Singapore can be differentiated more clearly from British English users than learners in less evolutionary advanced habitats such as Hong Kong or the Philippines.
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Sociolinguistic variation in intensifier usage in Indian and British English: Gender and language in the Inner and Outer Circle

Previous research on gender and language in varieties of English spoken in Inner Circle countries (where English is spoken as a Native Language) has shown that, all else being the same, female speech tends to differ from male speech in that words belonging to certain semantic categories are used more frequently by one group compared to the other. For example, men tend to use specialised colour terms such as ‘mauve’ less frequently than basic colour terms such as ‘yellow’, relative to their frequency in female speech. Another example is the use of intensifiers such as ‘very’ and ‘really’, which tend to be used more frequently by women than by men. However, other sociolinguistic factors can be confounding factors, and consistent gender differences are often found only when speakers of the same age and educational background, speaking in contexts of similar formality, are compared. For example, Tagliamonte and Roberts (2005) found so to be more frequent with women than with men, but York, Ito and Tagliamonte (2003) found no difference. Conflicting results might be due to the fact that small numbers of both types and tokens were considered in these and other studies. Other factors, such as differences in age between interlocutors, whether groups consist of men or women only or are mixed, and whether speakers are equals or not have not been considered so far in quantitative research. Finally, our knowledge of the sociolinguistic associations of intensifier usage in general, and gender differences in particular, is so far restricted to Inner Circle varieties of English.

The present paper will address this research gap by contrasting the sociolinguistics of intensifier usage in Indian and British English.

The data used in this study comes from the spoken parts of the Indian and British components of the International Corpus of English, with data from more than 600 speakers. A total of 29 intensifiers (boosters) were investigated, and the number of tokens used by each speaker, as well as the number of words uttered by each speaker were determined in order to compute relative frequencies for each speaker and, based on this, for groups. This has the advantage that speakers who behave unlike others from the same demographic group do not unduly influence group means through their particularly high or low usage of intensifiers. Linear regression models were then computed in the statistical software package R to determine which sociolinguistic factors significantly influence the relative frequency of intensifiers in spoken Indian and British English.

Adopting this robust speaker-based quantitative approach, gender, group composition (all-female, all-male, mixed), age, formality, the number of interlocutors and their relationship are shown to be significant factors. Results show that, in both IndE and BrE, women use more intensifiers when speaking with other women, but in
mixed groups women do not differ from men in intensifier frequency. Furthermore, women use more intensifiers than men in informal, but fewer in formal situations. More intensifiers are also used if speakers are equals in the social hierarchy, and when group size is small. While age is an important factor in determining intensifier frequency, whether interlocutors differ in age has no significant influence. Rather, age interacts with gender and group composition. While these results indicate that gender differences in intensifier usage are relatively similar in the two varieties, a difference was found in how gender and formality interact. In IndE, the female lead in intensifier frequency was greater than in BrE in private conversations, but in more formal contexts, the male lead in intensifier frequency is greater in BrE.
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Investigating gender-related stereotypes in Jamaican English: A corpus-based approach

Sociolinguists have documented great variation in male vs. female speaking styles, either corresponding to gender-exclusive or gender-preferential features (Holmes 2013). Common linguistic stereotypes in this vein claim that women, in general, talk more than men, women generally use more standard, indirect and polite forms than men, who, in turn, are said to use more vernacular forms accordingly, women using more diminutives, euphemisms, expressive forms, intensifiers, hedges, minimal responses, etc. (e.g. Tannen 1994; Lakoff 2004). While earlier research on these gender-related language features was mainly intuition-based, recently, corpus-linguistic
research has confirmed many of these findings. However, corpus-based research has almost exclusively focused on inner-circle varieties of English, such as British English (e.g. Baker 2014), American English (e.g. Romaine 2001) or New Zealand English (e.g. Holmes 2001). Corpus-based research investigating gender-preferential language features in outer-circle varieties has only rarely been undertaken (one laudable exception being Fuchs and Gut (2012), however, who found that women generally use more intensifiers than men in ESL varieties). In the present paper, I would thus like to test if gender-related speaking styles also figure to the same extent in an institutionalized second language variety of English that has not attracted too much attention so far, i.e. Jamaican English. The overall aims of the present paper are thus (1) to test if gender-specific language variation also figures in outer circle varieties of English, and (2) to test if this (hypothesized) effect is stable when other sociolinguistic variables are also taken into consideration.

The database for this study is spoken component of the Jamaican component of the International Corpus of English (ICE-JA), which includes detailed speaker profiles with a variety of meta-data on the speakers. In order to test linguistic gender-related stereotypes in ICE-JA, I would like to present a study based on 1) hedges (e.g. I guess, I think), minimal responses (e.g. mhm, yeah) 3) stereotypically (fe)male particles (e.g. shit vs. oh dear) and 4) stereotypically (fe)male adjectives (e.g. lovely vs. cool). I annotated each occurrence for the speaker’s GENDER, AGE and EDUCATIONAL LEVEL, as well as for the communicative context in which it was uttered (i.e. same-sex vs. mixed-sex conversations). Methodologically, I apply multifactorial regression analysis (cf. Gries 2013) to the data in order to test if any combinations of the available sociolinguistic variables has an effect on the speakers’ use of stereotypically gender-related linguistic features in the outer circle. While the results of this analysis largely confirm previous findings on ENL speakers (e.g. concerning a higher number of hedges uttered by females), there are also some deviances from previous findings on ENL data (e.g. on stereotypically gender-related uses of certain adjectives such as pretty or horrible). Finally, I will discuss these findings with regard to to their implications on ESL gender research in general as well as on the analysis of spoken ESL data in particular.
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Gender paradox – Late female lead in the restructuring of deontic modality in Indian English

Sociolinguistic research on deontic modality is generally rare in first-language varieties of English (cf. Tagliamonte & Smith 2006:369), but it is non-existent in second-language varieties of English. In this talk, I will address this research gap by analysing the complex interaction between genderlectal variation, age-related variation and register variation in the choice between the semi-modal verb have to and the modal verb must in British English and Indian English. My study shows that text type differences play the most important part in the selection of have to over must in both varieties. Have to is more often used in more informal text types, whereas must is more often used in more formal text types (cf. also Biber 2004:192). This distribution is rather unsurprising, given that semi-modal verbs are common in spoken language. What is more surprising is the fact that text type emerges as the only strong predictor of variation in deontic modality in British English, while the social factors age and gender emerge as further predictors in Indian English. This indicates that the rise of have to has reached a saturation point in British English (cf. Mair 2015:136). Age is not a strong predictor of variation (any more), suggesting that the change in progress has come to a halt. Furthermore, gender differences have also disappeared as the change has become established (cf. Labov 2001:309). In Indian English, by contrast, social factors turn out to be strong predictors of variation in deontic modality and indicate that deontic modality is involved in ongoing change. Speakers in the younger age groups use have to more often than must compared to speakers in the older age groups, and female speakers lead the change towards innovative have to in the younger age groups (cf. also Lange 2012:190 for female speakers of Indian English as innovators). However, the gender pattern is reversed in the older age groups, with
female speakers showing a higher proportion of conservative *must* than male speakers. While the distribution according to gender in the youngest age group reflects the gender pattern that is most likely in frequency shifts in deontic modality (as a change from below), the conservative behaviour of women in the older age groups is unexpected. This pattern suggests a delayed onset of female lead in this linguistic change. It is open to question whether this pattern can be generalised to other linguistic variables and whether it can be linked to differences and changes in the roles of women. Clearly, further sociolinguistic studies across ENL, ESL and EFL varieties are necessary to understand the complex interaction between differing gender roles and genderlectal variation.
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Indian English tag questions revisited: the role of gender and style in social interaction

Over the years, the impetus for studying tag questions has changed: ever since Lakoff (1975), gender-specific use of tag questions has been investigated by feminist linguists (e.g. Holmes 1995). Variety-specific differences in usage have also been noted, first in contrastive studies focusing on the two prominent Inner Circle varieties British and American English (e.g. Algeo 1988, 2006: 293-303, Tottie & Hoffmann 2006) and then extending the range to Outer Circle varieties (e.g. Columbus 2009). One specific realization of tag questions, namely the “invariant non-concord tag” such as *innit*? in colloquial British English, *eh*? in Canadian English or *no/na* in Indian English is listed as feature no. 165 in the *Mouton World Atlas of Variation* (Kortmann & Lunkenheimer 2012) and found to be ubiquitous in Asian Englishes with an attestation rate of 100% (Mesthrie 2012: 795) and very widespread in L2 Englishes with an attestation rate of 83% (Lunkenheimer 2012: 850). However, corpus-based studies on Asian Englishes have only focussed on subsets of tag questions: Parviainen (2016) studied the distribution of invariant *isn’t it*, which is a minority option within the Indian English tag repertoire, and Takahashi (2014) only considered canonical tag questions, which are even rarer in Indian English (cf Lange 2012: 205).

The present paper aims at a much finer level of granularity in considering the repertoire of tag questions in Indian English, highlighting the role of gender in social interactions. To this end, both a quantitative and a qualitative approach are chosen. Firstly, the data derived from the ICE-India conversation files and presented in Lange (2012: 195-234) will be revisited with a multiple regression analysis to determine the interplay of internal and external context factors for the occurrence of specific tag questions types. Secondly, subsets of the ICE-India conversations which display both higher and lower frequencies of tag questions will be analyzed in order to establish the whole range of linguistic forms which share the epistemic and affective functions ascribed to tags. Special attention will be given to patterns of social interaction and their linguistic correlates in all-female, all-male and mixed-group conversations.

With this combination of approaches, this paper attempts to contribute to the discussion initiated by Labov (2015), calling for a re-appraisal of our established expectations about gender as a sociolinguistic variable in “the wider range of social relations” (2015: 21) that may come to the fore in non-Western societies.
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Genderlectal differences between democratic and colloquial uses of the language in Outer Circle varieties?

Among the Asian varieties of English, IndEng is usually considered more reluctant to undergo the recent linguistic innovations typically found in inner-circle varieties, while HKEng tends to occupy positions closer to the other end of the Asian scale (e.g. Xiao 2009, Collins 2013). However, no in-depth analysis has been conducted as for the differences between male and female speech in these two varieties so as to check whether the same current changes are more salient in one of the genders (presumably in women, as suggested by Labov 2001). This paper will address the issues of colloquialization and democratization, which are said to be responsible for some of the recent changes in inner-circle varieties of English. Thus, colloquialization or “a shift to a more speechlike style” (Leech et al. 2009: 239; Farrelly & Seoane 2012: 393) is said to be at the back of changes such as an increase in the use of the future marker be going to (Mair 1997), a decline in wh- relativizers, an increase in the frequency of no negation to the detriment of not negation, an increase of let’s (Leech et al. 2009) and an increase in the use of contractions (Collins 2013), among others. Democratization, or “the removal of inequalities and asymmetries in the discursive and linguistic rights, obligations and prestige of groups of people” (Fairclough 1992: 201) is claimed to be at the roots of an increasing use of non-sexist language, including the replacement of Mrs/Miss with Ms, the use of neutral professional terms (e.g. fire-fighter instead of fire-man), the use of gender-neutral or inclusive third person singular pronouns (singular they, or coordinate he or she, rather than generic he), a decline in the use of deontic modal must and a parallel increase of semi-modals have to, need to, and also a decline in the use of titular nouns such as Mr, Dr (Leech et al 2009: 259). Given that some of these markers have been shown to exhibit higher values in HKEng than in IndEng (cf. Suárez-Gómez 2014 on relativizers, Collins 2013 on contractions, Loureiro-Porto 2016 on the replacement of modal must with the semi-modals have (got) to and need(to)), this paper will explore whether intra-variety differences regarding colloquialization and democratization can be also observed at the genderlectal level, with data drawn from the private dialogue sections of ICE-IND and ICE-HK (S1A). The markers of colloquialization and democratization selected for this study are: (i) future marker will vs. be going to; (ii) no negation vs. not negation, (iii) contractions (iv) use of gender-neutral pronouns (they and he or she) vs. generic he, (v) use of gender neutral professional terms and (vi) modal verbs of obligation (must vs. semi-modals). An analysis of almost 7,000 cases of THEY and HE shows that HK speakers prefer singular THEY as an epicene pronoun, while IND speakers choose generic HE. Nevertheless, no significant differences are observed between males and females in any variety. An in-depth analysis of the other features will shed more light on this issue.
Gender-based variation in part-of-speech patterns across the inner and outer circle

It is an often-reported finding that male and female speakers differ with regard to the distribution of parts of speech. For example, female speakers prefer the use of personal pronouns over nouns in a wide variety of studies in British English conversations (Rayson, Leech & Hodges 1997), in British dialectal oral history interviews (Wolk 2014) and in social media (Bamman, Eisenstein & Schnoebelen 2014). This study aims to add a cross-varietal perspective to this body of research. The central research
questions are, first, whether such gender differences also hold across different varieties of English and, if so, what precisely the relevant patterns are, second, the degree to which individual varieties follow or diverge from the global trend, and finally the relative magnitudes of gender- and variety-based differences.

To this end, I tap five ICE components spanning both inner and the outer circle varieties that have both speaker-level metadata and CLAWS7-based part of speech tagging, namely ICE-GB, ICE-Ireland, ICE-India, ICE-Singapore and ICE-Jamaica. On the methodological plane, I employ permutation-based analysis, a non-parametric approach that makes no distributional assumptions and takes individual speakers’ behavior into account instead of simply averaging over them, and thereby alleviates issues resulting from dispersion. More specifically, I use a method first proposed by Nerbonne & Wiersma (2006) for comparing two groups and its extension by Wolk (2014) to allow simultaneous evaluation of an arbitrary number of groups. In this approach, the observed corpus frequencies are compared against a large number of simulated corpora generated by randomly resampling speakers from the original data. This allows the researcher to untangle patterns driven solely by individual speakers’ preferences from those widely shared across the group. Both the distribution of individual parts of speech and that of bigrams, i.e. sequences of two parts of speech, will be considered.

The results largely confirm the patterns observed on other data sets; for example, female speakers generally show higher frequency than male speakers for personal pronouns, most forms of primary verbs, the negator not, and interjections, while male speakers prefer parts of speech associated with a nominal style, including articles, nouns, adjectives, prepositions, and numbers, as well as finite lexical verbs. Individual varieties may, however, differ in how strong these differences are; Indian English, in particular, shows a weakened differentiation for many of them, although the patterns remain significant within this variety. For unigrams, gender differentiation seems to be stronger than that based on variety, but as one moves towards larger sequences, variety-based frequency patterns begin to dominate gender-based ones, in particular for outer circle varieties.
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Workshop 2

Corpora et comparatio linguarum: Textual and contextual perspectives
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The Swedish modal auxiliary ska/skall and English shall

The Swedish modal auxiliary ska/skall and the English shall are cognates. This raises the question to what extent they are used in the same way in the two languages. On the one hand, shall and skall are correspondences in non-fiction (90% of the examples). However in fiction the meanings of the two auxiliaries diverge (only 10% of the examples are intertranslatable). A more frequent English correspondence of ska is should as in the following example:

En gammal fin sherry ska serveras direkt ur buteljen.
A fine old sherry should be served straight out of the bottle.

However, in other contexts ska is better translated by will:

Jag ska ta mig an det
I’ll see to that

Ska/skall has several different functions in various verbal systems such as tense and modality (Teleman 1999: 312). The analysis raises a number of questions. Are ska and skall used in the same way? Is ska (or skall) primarily modal or temporal and what is the relation between the different meanings? In what way does ska/skall refer to a future event? Hilpert (2008) has suggested that the contexts in which ska/skall occurs (eg the semantic type of verb they collocate with) can help us to better understand how they are used and what meanings they convey.

Another possibility is to use contrastive or translational corpus data to test hypotheses about the meanings that ska/skall receives in different contexts and their frequencies. We are lucky to be able study the use of ska/skall on the basis of the
translational correspondences found in the English-Swedish Parallel Corpus. The present study sets out to investigate the translations of *ska* and *skall* into English with Swedish either as the source language or the target language. A preliminary look at the corpus (from Swedish into English only) shows that a large number of different correspondences are represented in the corpus (*Skall/ska* is for instance realized in English as a modal auxiliary (*shall, should, must, can*), a semi-auxiliary (*be going to, be about to, have to, be supposed to*), a clause (*I want to, I want you to*).

Several different meanings can be distinguished on the basis of translations. *Ska/skall* refers to future time in different ways as reflected in the translations into English (*will, be going to, be about to, be due to, present tense*).

When it has modal meaning *ska/skall* expresses evidential rather than epistemic) with reference to what people say modality (*be said to, be supposed to, they do say*). However, its modal meaning can also be deontic (*must, have to, have got to, should, need*). As a deontic modal auxiliary it is used in speech acts such as requests and offers. In the example below the meaning of *ska* has been rendered by an imperative:

Nu ska ni få höra, gubbar!
Now just you listen to me, you men.

A polite offer is exemplified by:

Ska faster inte ha en liten sherry i alla fall?
Would n’t you like a little sherry after all, Auntie?

In the conclusion I will briefly discuss the differences between the English *shall* and its Swedish cognate *ska/skall* in terms of grammaticalization.
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Questions and responses in fiction texts in English and Swedish

Questions and their responses have been studied in many ways, a recent contribution being a volume edited by de Ruiter (2012). Such studies have usually been made on real-life conversation or invented examples, whereas questions in writing have received fairly little attention. Biber et al. (1999) report that questions are rare in newspaper language and academic prose, whereas there are many more questions in fiction, although there are less than a third compared to conversation. Biber et al. state that “the presence of dialogue accounts for the relatively high frequency in fiction” (1999:211) compared to other writing, but without giving any separate frequencies for questions in fiction dialogue. Proportionally, they find that wh-questions are more common in fiction overall than in conversation, whereas tag questions are less common. Indeed, Axelsson (2011) shows that tag questions are used about three times less often in fiction dialogue than in everyday real-life conversation. The aim of the present project is to investigate the distribution of question types in English fiction dialogue as well as outside the dialogue, and how these questions are responded to, in particular yes/no-questions. Enfield and Sidnell (2015) discuss two main strategies in such answers – interjection and repetition – predicting that “in all languages interjection confirmations tend to accept the terms of the question to which they respond whereas repeat confirmations are more assertive” (2015:11) (cf. also e.g. Hakulinen (2001) for Finnish and Bolden (2016) for Russian). As repetition (e.g. I do/don’t) without an interjection/response word (e.g. Yes/No) seems less idiomatic in Swedish than in English, it is interesting to make a cross-linguistic study using a parallel corpus with these two languages, viz. the English-Swedish Parallel Corpus (ESPC). The study has started with the analysis of all examples with question marks in the English fiction originals (2,094 instances) together with some context, similar to the search Wikberg (1996) performed in the English-Norwegian Parallel Corpus. By conducting the initial search on questions, all types of answers will be included, also repetitions and other answers without a response word. Swedish original fiction texts will then be studied and compared to English original fiction texts. Finally, translations between the two languages will be investigated. The project also involves the mark-up of direct speech in ESPC, so that frequency calculations can be made on fiction dialogue separately as well as on text parts outside the dialogue.
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A comparative corpus study of dislocation structures in live football commentary

This paper presents a comparative study of left and right dislocation as a functionally-motivated, register-specific feature of live sports commentary. Our data consist of comparable corpora of transcripts of the English, German and Swedish live TV commentaries of the 2014 men’s football World Cup final. Dislocation serves information-structure purposes and involves a definite NP occurring in a peripheral position with a co-referential pronoun in the core of the clause (Biber et al. 1999: 956). The definite NP is found either left or right of the core clause as exemplified in (1a)–(1c) for the languages under study:

(1a) English
   Well, they had a rocky few minutes, Germany, but they’ve seem to have gotten their rhythm back at the moment.
(1b) German
Er ist gut drauf, er ist gefährlich gut drauf, Lionell Messi.
‘He’s well on the ball, he’s extremely well on the ball, Lionell Messi’

(1c) Swedish
Han gör det bra Müller som täcker undan Zabaleta i det där läget.
‘He does it well, Müller, who shields the ball from Zabaleta in that situation’

The paper compares the (con-)textual functions of dislocation across the three Germanic languages. While left and right dislocation have been studied in some detail in all three languages individually (e.g. Geluykens 1987, 1992 and Tizón-Couto 2012 for English; Frey 2004 and Averintseva-Klisch 2008 for German; Teleman et al. 1999: IV: 440–9 for Swedish), it seems that a) a comparative study is missing and b) its pervasive use and specific functions in sports commentary have been largely overlooked (see Jürgens 2009: 169–170 for an exception with regard to dislocation in German). The paper argues that dislocation is highly frequent and has specific discourse functions in live TV football commentary. Similar to spontaneous conversation, left dislocation is largely used for topicalisation, while right dislocation functions as a repair mechanism to resolve referential ambiguity, especially when caused by the non-alignment of speech and image that is pervasive in live TV commentary of sports events.
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Parallel corpora and contrastive linguistics: where to look for pitfalls

The paper addresses some of the problems involved in contrastive studies between English and Czech based on original texts and their translations. Even though the relevance of parallel texts to contrastive research is unquestionable, insofar as they provide two interlinguistically synonymous versions of an identical content, they also involve some pitfalls. One of them, viz. the influence of the original on the choice of a translation counterpart, specifically of English non-finite constructions on their rendering in Czech, was pointed out as early as the beginnings of English-Czech contrastive studies based on printed parallel texts excerpted manually (Vachek 1955; Hladký 1961).

Of the problems stemming from the differences between English and Czech the present paper largely focuses on those arising from the different hierarchy of the respective word order principles, the primary one being, respectively, grammatical function in English, and functional sentence perspective (information structure) in Czech (Firbas 1959, 1964; Dušková 2012, 2015a). Considering that the factors determining the FSP structure include, in addition to word order, context, semantics and intonation (Firbas 1992), and that the realization forms of the carriers of the FSP functions lack a distinctive form, studies in this field largely have to resort to manual search of digitalized parallel texts. Automatic search has so far been restricted to fixed syntactic structures such as verb complementation (Brůhová 2014), copular predicates (Malá 2014; Dušková 2012), the cleft sentence (Dušková 2015b; Kudrnová, forthcoming) and tough movement (Popelíková 2015). Of other points, attention is paid to the choices made by the target language where both languages have parallel structures. This point is considered in the broader context of the general feature of translation counterparts, viz. the chosen equivalent is hardly ever the only one that can be used, especially at the higher language levels, which raises the question of the reason for the particular choice.

The discussion starts from a general consideration of the different types of translation counterparts with respect to their relevance to the point under study. This is assumed to be connected with the respective language level (morphological; syntactic – phrasal, clausal; hypersyntactic) and the text sort. Another general point of translation counterparts taken into consideration is their semantic and informational adequacy, with failures in this respect representing the pitfall areas of this methodology.

The material part of the study is based on examples excerpted manually from the InterCorp.
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Contexts of failure

Predications of failure by means of the English verb fail may involve very different presuppositions. They may encode situations of disappointed effort on the part of the subject, as in (1), situations of neglected duty, again on the part of the subject, as in (2), and situations of thwarted speaker expectation, as in (3).

(1) It was a deep disappointment to him when the Scots failed to gain their objectives... (MH1)
(2) If a Member State persists in failing to put into practice the recommendations of the Council... (MAAS1)
(3) Incredibly, even now the German High Command failed to perceive either the invasion fleet or the significance of the massive Allied activity. (MH1)

These three examples, all taken from the English-Norwegian Parallel Corpus (ENPC: see Johansson 2007), may be situated on a cline of objectivity-subjectivity, in the sense of Traugott (2010: 33). The most objective sense is the ‘Effort’ sense, (1). The most subjective is the ‘Expectation’ sense, (3). The ‘Duty’ sense (2) is located towards the Effort end of the cline. In order to distinguish between these three senses, all of which are listed in the OED, we may have recourse to the co-text and/or context. One of the goals of the present paper is to investigate whether these three different senses differ in their Norwegian translation correspondences.

There is, moreover, a fourth sense of ‘fail to’, not distinguished as such in the OED, in which the predication is bleached of any notion of effort, duty or expectation. This sense is illustrated in (4).

(4) Another family of ceratoids fails to develop large nostrils .... (SJM1)

Egan (2010, 2016) refers to this as the ‘Negation’ sense and maintains that it displays many of the classical features of grammaticalisation, including what Boye and Harder (2009, 2012) call ‘discursive backgrounding’. In this presentation I will pay particular attention to the translation correspondences of this negation sense of fail. I will also investigate its distribution across various contexts and text types.

The data for the study comprise all tokens of the verb fail in both original English texts and English translations in the ENPC. Both fictional and non-fictional texts will be examined with a view to determining whether the grammaticalised variant is more common in one or other text type. If the ‘fail to’ construction is undergoing grammaticalisation, one might hypothesise that it would be frequently translated by the default Norwegian negation marker ‘ikke’ (not). However, one would not expect ‘fail to’ to be employed to the same extent as a translation of Norwegian ‘ikke’, since the
default means of coding negation in English is by means of ‘not’. One would therefore hypothesise that there would be more tokens of the ‘fail to’ construction in the English original texts than the English translations. In fact, in all three of the main syntactic roles of fail, intransitive, transitive with a nominal (frequently reflexive) object and with a to-infinitive, there are considerably more tokens in the English originals. All three construction types will be investigated and an explanation offered for these discrepancies.
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Time, preference and intensity: A contrastive study of rather (than) and eerder (dan)

This paper reports on a synchronic corpus study of the English adverbial marker rather (than) and its Dutch equivalent eerder (dan), which can both express both preference or contrast (1a, 2a), and intensity (1b, 2b). In addition, Dutch eerder (dan) has temporal uses as in (3), which are no longer attested for English rather (than). As such, it can be hypothesized that rather (than) has progressed further than eerder (dan) along the grammaticalization pathway leading from temporal to preferential meaning posited by a.o. Traugott & König (1991: 203–204). This pathway has been confirmed for English by a.o. Rissanen (2008) and for French plutôt (que) by Mokni (2008), but to date no cross-linguistic study or corpus study on Dutch eerder (dan) has been carried out. Based on synchronic data from comparable and parallel corpora, we will draw up typologies of the different uses of rather (than) and eerder (dan), comparing them qualitatively by characterizing them semantically and structurally, and quantify the results.

(1) a. Unfortunately, this adequacy was a reminder that his problem has not been his lack of style but rather his abundance of insincerity (Rissanen 2002: 357)
   b. Sachs understood that she was playing with him but he rather enjoyed the way she went about it. (OED, rather, 6b)

(2) a. Maar ik noem dat geen fatalisme, ik zie er eerder een vorm van verweer in. (DBNL)”
   ‘But I wouldn’t call it fatalism. I’d rather see a kind of defence in it’
   b. En hoewel de Zweden van nature uit een eerder stijf en nauwgezet volk zijn kan men er dan ook in elke krantenkiosk, en gewoon tentoongesteld, tijdschriften zien met foto’s die onze zedenmeesters de kolieken zouden doen krijgen. (DBNL)
   ‘And even though the Swedes are by nature a rather stiff and meticulous people one can find displayed in every newspaper stand magazines with pictures that would give our moralists the gripes’

(3) Waarom werd dat niet eerder aan de orde gesteld? (DBNL)
   ‘Why wasn’t this matter brought up sooner?’

This study is based on both translated and original language which allows us to assess the degree of intertranslatability of the two constructions, their similarity or
difference in use and frequency in original and translated text as well as to come to
a better understanding of the different language-internal uses of rather (than) and
eerder (dan). The monolingual English corpus used is the British books section of
the Wordbanks Online corpus. For Dutch we queried a selection of 20th and 21st
century texts of the Digitale Bibliotheek voor de Nederlandse Letteren [Digital Library
of Dutch Literature] (DBNL) (2.3 million words). The translation data for this study
are extracted from the bi-directional Dutch Parallel Corpus (DPC), a 10-million-word
parallel corpus comprising texts in Dutch, English and French with Dutch as a pivotal
language. Text types range from literary prose to nonfiction material, such as essays
or newspaper, business, technical and policy texts.

The parameters taken into account for the data analysis include the syntactic re-
alization of the elements under scrutiny (as adjunct, subjunct, conjunct or modifier; Quirk et al. 1985), their collocational patterning and their specific pragmatics. For the
contrastive uses, a fine-grained typology will be set up of the precise textual relations
expressed (contrast, reformulation, replacement, etc.; Quirk et al. 1985: 638–639). For the intensifying uses, the specific types of degree modification will be charted
(e.g. upscaling vs. downscaling, Quirk et al. 1985; open vs. closed scale modification,

Corpora

DBNL: Digitale Bibliotheek voor de Nederlandse Letteren [Digital Library of Dutch
conc/.
WB: Wordbanks Online. Available online at https://wordbanks.harpercollins.co.uk/.
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Contrastive analysis of L2 students’ cohesive choices in translation

Translation has traditionally been a component of advanced foreign language study programs, and is also about to become reestablished as an effective tool of L2 learning, partly based on arguments connected to the notion of the awareness of language in general, and of contrastive aspects in particular (Whyatt 2009; Cook 2010). Contrastive discourse analysis gives emphasis to both similarities and differences in discourse organization between different languages (cf. e.g. Taboada, Suárez & Álvarez 2013). It is also one of the main areas for both study and evaluation of translation (Baker 2011: 131ff; House 2009: 31-32), and furthermore, it is highly relevant for general assessment of language learners’ textual competence. This progress report will focus on language learners’ competence and awareness of text coherence from a cross-linguistic perspective, i.e. how grammatical cohesion in source texts is transferred or changed in target texts translated from L1 Norwegian into L2 English. The main goal is to analyze what types of grammatical cohesive devices are displayed in the translation source texts, and whether and in what way the target texts (translations) display equivalent (or non-equivalent) cohesive relations.

Cohesive texts are created in different ways, and the focus will here be grammatical cohesion based on structural content, such as the following categories (Halliday & Hasan 1976):

- reference, i.e. the relationship of identity between linguistic expressions;
- substitution and ellipsis, i.e. the replacement or omission of language items by grammatical structures; and
- conjunction, i.e. the use of different items to relate different parts of the text to each other.

The research data is the Norwegian-English Student Translation corpus (NEST), which consists of 32 Norwegian source texts and 348 English target texts. The texts were submitted by 141 advanced learners of English from different tertiary level institutions in Norway, participating in translation courses as part of regular English studies, not specific translation programs. The NEST corpus also contains metadata about the students’ language and educational background. In addition to the corpus data, a number of commentary texts and essays exist where the students reflect upon and explain choices related to various aspects of the translation in the NEST texts; something that may be included in the analysis if relevant for the selected topics above.

In addition to a comparison between cohesive devices in English and Norwegian (cf. Faarlund, Lie & Vannebo 1997), the study will thus contribute to explore and discuss the role of contrastive discourse analysis in relation to translation assignments for advanced English language learners, and also their general competence and awareness of text coherence.
**Indefinite subjects in English and Norwegian**

The present study investigates the frequency and use of indefinite noun phrases as subjects in English and Norwegian. Both languages are assumed to select subjects in agreement with information structure. Since the beginning of the sentence – the subject position – is associated with given information, definite noun phrase realization is expected (Prince 1992). Indefinite NPs are typically associated with new information in both languages, and hence disfavoured as subjects (Biber et al. 1999: 269). However, indefinite NP subjects are found in both languages, as shown by (1) and (2).

(1) *En tyv er ikke voldsom, men stillferdig.* (KF1)
    *A thief is not violent but quiet.* (KF1T)

(2) *A rat crept out of the hole behind the dresser.* (GN1)
    *En rott e kom ut av hullet bak kommoden.* (GN1T)

English and Norwegian indefinite NPs are formally and functionally rather similar: there are indefinite articles for the singular only (*a/an* and *en/ei/et* respectively), while indefinite plurals occur with no article or with certain types of quantifying determiners (e.g. cardinal numbers, some; cf. Lyons 1999: 33 ff). Preliminary analysis indicates that indefinite subjects are less frequent in Norwegian than in English. This
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was expected on the basis of previous contrastive studies of thematic structure in the two languages (Hasselgård 2005).

The material consists of declarative main clauses from the fiction part of the English-Norwegian Parallel Corpus (ENPC). As the corpus is not parsed, subjects were retrieved using a combination of PoS tagging and positional criteria: i.e., searches were made for indefinite articles and indefinite plurals in first and second position in an s-unit. The concordances were sorted manually to exclude irrelevant hits.

The study first compares original texts in English and Norwegian asking the following research questions: How frequent are indefinite subjects in English and Norwegian? What are the lexicogrammatical features of such subjects (e.g. +/- modification) and their verbs (e.g. +/- transitive)? What are the contexts for indefinite subjects – and are they the same in both languages? For example, in both languages indefinite subjects occur in contexts where the subject has generic reference, as in (1), and in clauses denoting the existence or appearance of a specific subject referent, as in (2). Some of these may be characterized as bare presentatives (Ebeling 2000: 157), as illustrated by (3). Place adverbials are another frequent feature of clauses with indefinite subjects.

The second part of the study probes further into cross-linguistic differences in the use of indefinite subject NPs by exploring their translations. Given that indefinite subjects are comparatively rare in both languages, the translation principle of normalization might prompt translators to make changes to either the subject NP (as in (3)) or the whole clause, as in (4).

(3) *Cultured pearls* are in the vault. (DF1)

*Kunstperlene* ligger i velvet. (DF1T) [The cultured pearls lie in the vault.]

(4) *En gammel kvinne* tok imot oss, vennlig, men uten smil. (JW1) [An old woman received us...]

We were received by an old lady, in a friendly but unsmiling fashion. (JW1T)

Since indefinite subjects are less frequent in Norwegian than in English, translations into Norwegian are expected to involve a change of the subject NP more often than translations into English, especially if the NP has specific reference, as is the case in (3) and (4). Information structure and semantics, especially the notions of existence/appearance are also expected to play a role.
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Swedish orka viewed through its English correspondences – insufficient energy or couldn’t be bothered?

Swedish orka is interesting in a contrastive perspective since it lacks a straightforward equivalent in English. This paper considers instances of orka and its English correspondences in the English-Swedish Parallel Corpus – both in the direction Swedish original to English translation and in the direction English original to Swedish translation. Following the method ‘seeing language through multilingual corpora’ outlined by Johansson (2007), the aim of this paper is to shed light on the meaning and use of Swedish orka. By approaching the corpus correspondences from two different angles; focusing first on congruent correspondences and then on the semantic features in the context of such correspondences, we suggest that Swedish orka involves complex modality where the English correspondences often directly reflect one modal category by means of a congruent translation with a modal auxiliary or semi-auxiliary, but bring in other meaning categories by means of context. Specifically, we argue that the contextual patterns in our material underline orka as a so-called sufficiency verb, where the semantic concept sufficiency (Fortuin 2013) is a core semantic property. Sufficiency is an interesting concept cross-linguistically since it has been associated with modal notions such as the possibility of realizing contextually given goals. In this study, we consider particularly the distinction between sufficiency as a modal category and more central modal categories such as ability. We also note that orka predominantly occurs in negative polarity contexts, which might suggest that it is a negative polarity item with specific licensing conditions in the immediate linguistic environment. Apart from offering a specific semantic description of the Swedish verb orka, our study contributes to cross-linguistic studies of expressions of sufficiency.
(Fortuin 2013) as well as to the study and possible definition of negative polarity items.
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English vs. German from a Textual Perspective:
Looking inside the Chain Intersection

This paper presents a corpus-based analysis on the interaction of coreference and lexical cohesion in English and German. Our previous results show that English prefers more lexical means for establishing cohesion, whereas German tends to use more coreference. On the one hand, this may be attributable to typological differences between the two languages: The German language system provides more linguistic means for expressing coreference, especially demonstrative ones, e.g. pronominal adverbs such as *damit* (thereby), *darüber* (thereover) that are not common in Present Day English. On the other hand, conceptual preferences might be at play, with German favouring to explicitly express topic continuity while English may tend towards topic progression.

Quite often, linguistic means of the two types of cohesion are combined, causing an intersection between chains of cohesion and coreference and, hence, an interaction between topics. An example of this kind of intersection is shown in (1), where we have a coreference chain with the elements *reservoirs — them — they* and a lexical chain with the elements *reservoirs — reservoirs — service reservoirs*. We focus on this intersection and analyse elements of lexical cohesion chains that occur inside of coreference chains. This will allow us to explore variation in semantic relations inside coreference chains, and will reveal which of the two languages contain more intersectional elements. It will complement our previous studies (Kunz et al. 2016) on topic
development in which we analyzed features of coreference chains and lexical chains (e.g. distance of elements in chains, chain length and number of chains) separately.

(1) Well, in Edinburgh most of the water comes from <reservoirs> which are more towards the a lot of <them> are more towards the Borders, and then <they>‘re actually quite old, I think. They first tried to sort out water in Edinburgh, and I think in about 1700… they slowly started to introduce laws to try to improve the public water supply... But now, a lot of the water comes from the hills on the outskirts of Edinburgh. And then it’s brought into holding <reservoirs>, and then it’s brought into the treatment works... And it’s the company looks at different ways of helping water companies manage those assets better... if you’ve got a set of pipes and you’ve got a set of, say, <service reservoirs>, which is where you store the clean water, then if something happens in the system, how long have you got before the whole network runs out of water?

We concentrate on the following questions: (1) Which language has a greater amount of intersectional cases? (2) How many antecedents are shared by coreference and lexical chains? (3) What are the most frequent semantic relations that occur within coreference chains in both languages?

We use a corpus annotated for both lexical cohesion (Martinez et al., 2016) and coreference chains (Lapshinova & Kunz, 2014), and filter out the chains that represent the cases of intersection. Our preliminary analyses show that the English texts in this dataset show more cases of intersection than the German ones (0.038 vs. 0.026). In terms of semantic relations, we observe more general ones (hyponyms) in English, whereas German prefers more specific ones. At the same time, repetitions (expressing identity) are the most common lexical members within coreference chains in both languages.

In our presentation, we will report on the results and our interpretation in terms of contrasts in topic development between English and German.
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The explosion of tourism has given rise to the spread of new forms of enjoying foreign lands and cultures. One of them is the so-called culinary tourism. In (northern) Spain this steadily growing trend has revealed cross-cultural and cross-linguistic problems to the point of triggering new regulations for local restaurateurs. When communicating local cuisine, corpus-based contrast can help provide a way of responding to these challenges.

This study focuses on Spanish restaurant menus and their translations into English as offered to guests and pays special attention to i) ‘institutionalized’ denominations of traditional dishes - metaphoric uses which are perfectly clear in context but tend to be opaque for the visitors (Falzett 2012); ii) temperature and quantity expressions (Ameka 2015), and iii) qualifying resources (Manca 2008; Diederich 2015).

The starting point of our study is twofold: i) a parallel corpus En-Es of 50 bilingual En-Es mid-range, independent, conventional restaurant menus, and ii) a custom-made, En-Es comparable corpus of recipes containing 135,912 words in the En subcorpus and 145,449 in the Es one. Both subcorpora are rhetorically and semantically annotated. This has been done using the ACTRES rhetorical tagger http://contrast2.unileon.es/web/en/tagger.html along with a tentative set of genre-and-domain restricted semantic tags that conform to the UCREL USAS system http://ucrel.lancs.ac.uk/usas/ (Category F, F1 Terms relating to food and food preparation. E. g. Fare; Procedure; Ingredients, etc.)

The parallel corpus has revealed serious problems in communicating with international clients as the menus frequently fail to meet intelligibility expectations in the three aforementioned areas (Bubel & Spitz 2013).

The comparable corpus has been used as a source of additional information about cooking styles (e. g. a la gallega-Galician style: boiled food accompanied by olive oil, salt and paprika), which are frequently a source of context-bound metaphors. Cross-linguistic (dis)similarities in characterizing routines and woolliness with regards to amounts and temperatures, which tend to be associated with the culinary preparation and not openly encoded, can also be addressed using comparable data.
Corpus data are used to a) unveil functional equivalents whenever possible and b) finding positive- or at least neutral- ways of providing acceptable, reassuring descriptions of dishes. In addition, these cross-linguistic findings are being used to construct a controlled natural language of the drafter type (Hartley and Paris, 1996 & 1997; Power, Scott and Evans 1998; Kuhn 2014) that will help bridge the cross-linguistic and cross-cultural gap by offering more effective genre-and-domain restricted bi-textual options.
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Marked themes in English and Norwegian academic texts in the field of didactics

At Inland Norway University of Applied Sciences, there is a master’s program in the teaching and learning of language subjects during which the students, specializing in either English or Norwegian, have to write a report on a small empirical study of a topic related to didactics. Hence, the texts they produce are a ready-made comparable corpus of novice academic writing. The present study is a first attempt at providing insights about contrastive differences between Norwegian and English that may be used to inform novice writers about central textual features of expert academic texts within the field of didactics. To this end, a contrastive study was carried out of texts by expert writers of English and Norwegian (i.e. published academics), alongside a comparison of the above-mentioned student texts. It was decided to focus on the frequency and realization of marked themes (roughly defined as non-subjects in initial position, see further Halliday 2004: 64-105), as well as the meanings expressed by these, since previous research has presented conflicting evidence regarding the existence of contrastive differences in this area in other text types: for instance, in a comparison of fiction texts from the English-Norwegian Parallel Corpus, it was shown that Norwegian permits a higher frequency of non-subjects in initial position than does English (Hasselgård 1998, 2005). On the other hand, a study of argumentative newspaper texts found no contrastive difference as regards the frequency of marked themes (Rørvik 2013: 51-52).

The corpus consists of 11 published research articles in Norwegian and 11 in English, in addition to 11 student texts in L1 Norwegian and 11 in L2 English. The texts were divided into T-units (cf. Fries 1995: 318), and manually coded. Statistical calculations were carried out to compare the results for each corpus, by means of a one-way ANOVA with a Tukey post-hoc test.

The results show that there are no significant differences in the proportion or realization of marked themes between the Norwegian and English expert texts, nor when it comes to the distribution of meanings expressed by the marked themes. However, there are several areas where the two groups of novice writers differ from each other, for instance as regards the types of constructions they employ as marked themes: dependent clauses are more frequent in English than in Norwegian, while the opposite is true for prepositional phrases. Given that the expert texts do not exhibit the same differences, we conclude that the novice writers need advice in these areas in order to conform to the conventions of the text type and field.
Subordinatorless supplementive *ing*-clauses (as in *Hitler exploded, demanding examples*) are characterized by their “considerable indeterminacy as to the semantic relationship to be inferred” (Quirk et al. 1985: 1123; cf. also Biber et al. 1999: 820; Malá 2005) and may induce, for example, temporal, causal, conditional, concessive or circumstantial readings (Quirk et al. 1985: 1124; Kortmann 1991: 114–141). This puts a heavy interpretation load on translators, the translation task becoming more intricate with target languages lacking a similarly productive form. Thus, it is not unexpected that previous studies on the translation of *ing*-clauses into Swedish highlight the multitude of translation equivalents found in target texts (Lindquist 1989: 120–128; Blensenius 2006: 36).

This multi-target-language study provides insights into how different translators interpret and render the very same instance of an *ing*-clause. It draws on data from a new corpus being compiled by the authors. It comprises recently published English, German and Swedish non-fiction texts and their translations into the respective lan-
guages. In order to compare original English with translated English, the study also includes ing-clauses used as equivalents of German and Swedish source-text structures.

Preliminary findings indicate that the position of the ing-clause affects the distribution of translation equivalents. The rare sentence-initial ing-clauses more often show congruent, i.e. formally and semantically matching, translations, both target languages often opting for causal or temporal finite subclauses (e.g., *Feeding bread to the ducks, I noticed [...] rendered as Als ich die Enten mit Brot fütterte* (‘when I the ducks with bread fed’) in German and similarly in Swedish *När jag matade änderna med bröd*, or a PP expressing manner (e.g., *Using this set up, Ellington’s team could [...] rendered as Mithilfe dieser Vorrichtung* (‘by means of this device’) in German and *Med detta upplägg* (‘with this set-up’) in Swedish). The equivalents of sentence-final ing-clauses are more varied and non-congruent, ranging from infinitives to relative clauses, separate or coordinated main clauses, adverbial finite subclauses and prepositional phrases. Also, the translations more often differ semantically in this position. Overall, finite structures dominate in both target languages, which indicates that translators are producing more explicit structures. Moreover, our findings suggest that ing-clauses are much rarer in English target texts (in particular from Swedish originals), indicating a potential case of translationese.
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The expression of interpersonal functions in Czech and in English: the Czech suffix –pak and its translation counterparts

The study explores the possibility to use translation counterparts as ‘markers’ (Malá 2013), or ‘methodological anchors’ (Gast 2015) of discourse functions, i.e. formal correlates of interpersonal and textual functions, which make it possible to detect these functions in the text, and compare their expression cross-linguistically.

We focus on Czech expressions containing the suffix –pak (such as, copak – ‘what + pak’, kdepak – ‘where + pak’). The pronouns, adverbs, particles and interjections ending in –pak have been described as elements of ‘the third syntactical plan’ (Poldauf 1964), relating the content of an utterance to the individual and “his specific ability to perceive, judge and assess” (ibid.: 242). While the same communicative functions are expressed in Czech and in English, the means of expression as well as the extent to which the functions are explicitly marked are likely to differ in the two languages (example 1).

Jestlipak máte ještě tu třustou knihu?
(Lit: Jestlipak (particle) you-have still that thick book?)
I wonder if you still have that thick book?

The study pursues two closely intertwined goals. First, the English translation counterparts of the Czech –pak expressions are identified, and their discourse functions described. Second, the English constructions are employed to further specify the pragmatic functions, style characteristics and preferred contexts of the Czech suffix –pak.

The suffix –pak is shown to be a polyfunctional indicator of communicative function (Grepl & Karlík 1998): the expressions ending in –pak have content/speaker-related functions (such as deliberative meaning, emotional evaluation, (im)possibility) as well as communication/addressee-oriented functions (appeal, establishing/maintaining contact) (Aijmer 2013; Šebestová & Malá 2016).

The English counterparts constitute a scale ranging from specific sentence types (e.g. negative rhetorical questions, exclamative sentences) via lexico-grammatical structures of varying degrees of fixedness (I wonder if... in ex. 1) to individual lexical markers of the discourse functions (e.g. intensifiers, lexical negators). In both languages, the indicators of the discourse function tend to be clause-initial: in English this applies, for instance, to conjunctions reinforcing the contact-maintaining func-
tion, negative idiomatic constructions (e.g. *not a hope*), or interrogative clause-opening expressions (e.g. *I wonder if...*, *Is it that...*).

The material was drawn from a Czech-English fiction subcorpus of the parallel translation corpus *InterCorp*. 560 Czech expressions comprising the suffix *–pak* and their English translation correspondences were analysed. Monolingual corpora were used to verify the findings based on the translation data.
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**Evidential adverbials and stance in English and Lithuanian journalistic discourse: a semantic functional study**

Within the last several decades, numerous studies of evidential adverbials in Germanic, Romance, Slavic and Baltic languages confirm semantic versatility and pragmatic multifunctionality of these stance markers in different contexts (Simon-Vandenbergen, Aijmer 2007; Cornillie 2010; Wiemer & Kampf 2012; Usonienė 2015). One of the areas in which writers frequently employ evidential markers to build interpersonal relations and to achieve certain rhetorical goals is journalistic discourse. Evidential markers are very important in journalistic discourse as they point towards the source of information. Sourcing is crucial in the journalistic domain as it “gives us an answer to one of the important questions that readers may ask of a news text: ‘to whom can this be attributed?’” (Bednarek 2006: 638).

42
Research on evidential markers in journalistic discourse focused on their functional variation (Celle 2009a, 2009b; Hennemann 2012), distribution in different sub-genres and in newspapers of different political orientation (Hidalgo 2006; Marin 2006; Marin-Arrese 2015). The results suggest interesting trends in the way newspaper discourse is shaped in different cultures as well as confirm the versatile profile of evidential adverbials as stance markers. In most of the cross-linguistic studies the comparative axis is drawn between English vs French or Spanish. The present study aims to compare the functional semantic profile of evidential adverbials in journalistic discourse in English vs Lithuanian in two sub-genres (news reports and opinion articles). A careful contextual analysis is employed in the study to explore how types of evidence (inference, report) and its reliability (high, medium, low) influence the expression of author stance regarding the reported information in the two news sub-genres and two languages.

The study is based on a self-compiled comparable corpus of newspaper language; the size of the corpus is roughly 400 000 words. The Lithuanian data comes from the national daily newspaper *Lietuvos Rytas*, whereas the texts in English are from the American daily newspaper *The New York Times*. The study employs quantitative and qualitative methods to account for the frequency and semantic functional distribution patterns of the evidential markers under study.

The preliminary results suggest that there is a tendency for news reports to employ evidential adverbials signaling higher reliability as compared to the opinion articles. The analysis also points towards interesting semantic functional differences between the use of markers in both languages.
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Structural Types of Lexical Bundles in Court Judgments in English and Lithuanian: a Corpus-Driven Analysis

Legal texts are often criticized for being abstruse and incomprehensible to the general public. The problem is usually with the language used in this kind of texts, i.e. legal language, which is understood as a special-purpose language used by lawmen (e.g. a law student, a lawyer, a judge, a law maker, a law officer, a law researcher, a jurist) in written and spoken texts in the context of law. Legal language is “subject to special syntactic, semantic and pragmatic rules” (Šarcevic 2000: 8). Formulaicity is one of the characteristic features of legal language. Formulaic language, which includes idioms, phrases, collocations, lexical bundles, etc., influences not only the form but also the content of legal texts. However, there has been little research available on the nature of frequently occurring “sequences of three or more words that show a statistical tendency to co-occur” (Biber and Condrad 1999, 183), i.e. lexical bundles, in different genres of legal texts. What is more, existing investigations of lexical bundles in legal texts are based on one language (e.g. Jablonkai 2009, Gozdz-Roszkowski 2011, Breeze 2013) whereas a cross-language comparison of recurrent sequences of word combinations is lacking. To fill the aforementioned gaps, this paper aims at the identification and analysis of structural types of lexical bundles prevailing in court judgments of the Court of Justice of the European Union in English and Lithuanian. As the analysis deals with automatically retrieved multi-word units, the methodological guidelines of corpus linguistics are followed in the course of the investigation of the frequency and structure of lexical bundles. The classification of lexical bundles into structural types is based on the framework suggested by Biber, et al. (1999, 2004). For the purpose of this study, two corpora of court judgments have been created. One corpus comprises approximately 1 million words of court judgments in the English language; the other
corpus includes 730 000 words of court judgments in the Lithuanian language. Lexical bundles in this research have been identified by n-gram extraction method using the corpus analysis toolkit AntConc 3.4.4. A concordance program AntPConc has been used to find possible Lithuanian equivalents of the most frequent lexical bundles identified in the English court judgments and to compare the structure of these lexical bundles in both languages.
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Are law reports an ‘agile’ or an ‘uptight’ register? Historical change in the use of phrasal complexity features

Linguistic researchers have often asserted that spoken discourse is real language while written discourse is only an artifact, and that therefore grammatical change emerges exclusively in speech. In contrast, the present authors have argued in a series of previous studies that grammatical change emerges in written (as well as spoken) discourse (e.g., Biber & Gray 2011, 2013, 2016). There are two theoretical assumptions underlying this argument. The first is uncontroversial: that grammatical change emerges in actual language use. The second, though, is unique to the Biber/Gray studies: that written discourse (as well as spoken discourse) is language-in-use, and therefore there
is every reason to believe that the communicative situation of writing should provide the context for grammatical change.

Based on large-scale corpus investigations, the Biber/Gray studies show that these theoretical expectations are borne out. In particular, several types of phrasal complexity features in English have emerged in written discourse over the last 400 years, resulting in changes in both the frequency of use and the grammatical functions of these devices. Academic research writing has been one of the loci for these historical developments, reflecting the peculiar situational characteristics of this register (production circumstances that permit extreme revision and editing of the text, highly informational communicative purposes, and discourse produced by experts for consumption by other specialists). However, there are also systematic differences among academic registers, with science research writing showing the most extreme patterns of linguistic change, while humanities research writing has changed relatively little over the centuries.

The present study investigates whether similar patterns of grammatical change have occurred in the register of law reports. Within the universe of legal registers, law reports are centrally important because they provide official records of judicial decisions which are used to establish legal precedent in later cases (see Fanego et al. 2017). Against the background of our previous research on grammatical complexity, law reports are interesting because they share many communicative characteristics with academic research articles, but they also differ in some potentially important respects: On the one hand, law reports are similar to academic articles in that they incorporate expository explanations and informational descriptions. However, law reports differ in that they also serve an ‘operative’ function, summarizing the judgement that gives the actual disposition of a legal case. In addition, it might be argued that the communicative characteristics of law reports have changed little over the centuries, in contrast to dramatic changes in the readership and communicative purposes of science research articles. Based on analysis of the CHELAR corpus (see Fanego et al 2017), the present study investigates the competing influence of these factors in relation to the historical development of phrasal complexity features, exploring the extent to which law reports are an ‘agile’ register (see Hundt & Mair 1999) that is receptive to historical innovations versus an ‘uptight’ and conservative register that resists historical change.
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Lexical bundles in English and Italian legal texts: a cross-linguistic analysis

Research in corpus linguistics have shown that fixed word combinations and formulaic sequences are pervasive in language use (e.g. Altenberg 1993; Moon 1998; Schmitt 2004; Stubbs 2007). Great attention has been devoted particularly to this issue in the field of English for Academic Purposes (e.g. Cortes 2002, 2004; Biber, Conrad & Cortes 2004; Nesi & Basturkmen 2006; Biber 2009; Adel & Erman 2012; Salazar 2014). However, little attention has been awarded to Language for Specific Purposes studies (e.g. Picht 1990; Bergenholtz & Tarp 1995; Heid 2001). Quantitative analysis of repeated strings of words is an ideal starting point for the exploration of the systematic relation between text and form (Sinclair 2005), but this needs to be related to significant functions, such as for example discourse relations (Siepman 2005). This paper takes into consideration the use of lexical bundles (Biber et al. 1999) in legal texts from a cross-linguistic perspective (English/Italian). Analyses of this linguistic area of study are still relatively rare in legal language (Jablonkai 2010), and often limited to English (Gozdz-Roszkowski 2011; Breeze 2013; Kopaczyk 2013). The purpose of this study is to identify and analyse the most typical lexical bundles occurring in English and Italian legal texts, so as to discover some common ground in the use of these linguistic features. Looking at them will contribute to shed some light on similarities and/or differences in their form and function across the two languages under investigation.
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Investigating variation in legal discourse: An overview

Investigation into law and language is extensive. For linguists, interest in the field emanates from the recognition of law language as a fruitful source of data for linguistic analysis and for testing theories about language and discourse. For researchers in other disciplines, such as psychology, sociology and anthropology, language as it operates within the legal system serves as a vehicle for understanding the legal process itself but also “as a means for investigating psychological processes, societal interactions, or cultural traits” (Schane 2006: 4). The approach adopted in this workshop is primarily linguistic. We are therefore concerned with issues such as the following:

1) Existing typologies of legal discourse, which are based mostly on contemporary usage, account for the heterogeneity of legal language by distinguishing legal texts in terms of:
   - their degree of formality – frozen, formal, consultative and casual are labels often used in this connection; see Danet (1980);
   - their communicative purpose – whether this is academic, juridical or legislative; see Bhatia (1987);
   - their mode (written vs oral).

Questions that emerge here pertain, first, to whether such categorizations can also be fruitfully applied to the analysis of legal discourse in earlier stages of English. Secondly, to the availability, or non availability, of databases adequate to carry out such an analysis.

To address both questions, the workshop surveys recent developments in the compilation of electronic corpora containing legal documents of various kinds, both synchronic and diachronic. Among these, the following deserve special mention: American Law Corpus (Goźdź-Roszkowski 2011); Old Bailey Corpus (Huber et al. 2012); Corpus of Early Modern English Statutes 1491-1707 (Lehto 2013); CHELAR -
Corpus of Historical English Law Reports 1535-1999 (Rodríguez-Puente, Fanego et al. 2016; Fanego, Rodríguez-Puente et al. 2017).

(2) Both classic (e.g. Mellinkoff 1963, Crystal & Davy 1967, Gustaffsson 1975, Finegan 1982, Bhatia 1993) and recent (Scotto di Carlo 2015) treatments of the language and law interface have drawn attention to various lexical, morphosyntactic and discoursal features that are claimed to be inextricably linked to the language of the law: use of Norman words that have not found their way into general currency, heavy use of compound adverbs such as hereof, whereof, hereinafter, binomial and multinomial expressions (e.g. within Singapore or elsewhere), lexical bundles and phraseological units (e.g. the benefit of, it is clear that, on the basis that), intricate patterns of coordination and subordination, impersonal style and frequent use of passive constructions, conditional constructions, etc. Yet exemplification of all such features tends to draw heavily on legislative texts such as acts of parliament and statutory instruments, these being, in fact, the only legal writings usually discussed in the relevant literature. The workshop, therefore, also addresses the question of internal variation across legal genres: how and to what extent do legal genres differ from, or are similar to, each other?

(3) Other important dimensions of variation in legal discourse pertain to diachronic variation (how does the current legal language, or languages, differ from the historic one?) and to so-called external variation (how does legal language differ from other registers, or from other languages for special purposes?). The development of Multi-Dimensional analysis from the 1990s onwards (Biber 1988, 1995, 2001, 2013, etc.), and the recent advances in the compilation of synchronic and diachronic corpora of legal English mentioned under (1) above, have now provided the resources enabling researchers to carry out corpus-based comprehensive analyses of variation in legal discourse over time, as well as relative to other genres and registers.
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This paper has three interrelated aims. The first aim is to present a novel corpus-based methodology for the diachronic analysis of generic structure. This methodology follows Biber and Conrad (2009) in regarding generic structure as being principally marked by overt textual features such as section headings, fixed phrases, special for-
matting and so on. Essentially, the analysis involves reducing the generic structure configurations of individual exemplar texts to simple code strings that can be processed using adaptations of standard corpus analysis techniques.

The second aim of the paper is to present the results of an empirical study which used this methodology to identify and study changes in the generic structure of a corpus of British patent specification texts between 1711 and 2011. The corpus was compiled from the complete collection of over 2 million historical UK patent documents held at The British Library, and (for more recent texts) from the European Patent Office’s Espacenet online patent search interface (http://www.epo.org/searching-for-patents/technical/espacenet.html#tab1). On the basis of this analysis I will argue that there have been five major transformations in the structural form of the British patent specification genre in its three hundred years of continuous existence. I will interpret these generic changes in social and functional terms, showing how they can be related to concurrent changes in intellectual property law and its conceptual underpinnings, to developments in science and technology, to the growth of manufacturing industry and other forms of commercial activity during the period, and to broader developments in British society and politics as a whole.

The third aim of the study is to discuss the implications of my empirical analysis of patents for a current theoretical question in diachronic genre studies: is the process of genre change best understood in Darwinian terms, as a matter of constant and gradual evolution (e.g. Gross et al 2002), or is it better understood in Kuhnian terms, as a series of relatively stable periods of activity punctuated by occasional and abrupt revolutionary shifts (e.g. Berkenkotter 2009)? Although the results of my study lean more towards a revolutionary than an evolutionary account of genre change, I will caution against an overly literal Kuhnian interpretation of my data. I will also suggest that the aptness of an evolutionary or a revolutionary interpretation of the results of a diachronic genre analysis may also depend on the function and status of the genre in the society in which it operates, and on the level of the genre analysis itself.
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Legal texts have the authority to pose rights and obligations to less powerful recipients; the laws reflect existing values in society but at the same time they form new belief systems, shaping the portrayals of different groups of people. Social representations are shared assumptions about people, and they affect how the speakers perceive particular phenomena (Burr 2002: 106). The paper studies the representations of authorities and citizens in British Acts of Parliament from the nineteenth and twentieth centuries. There have been few previous studies on the portrayals of social groups in historical material (e.g. Bäcklund 2006), and earlier research has not considered the representation of the officials or lay people in historical national legislation.

The data is a self-compiled diachronic corpus of late modern acts retrieved from the National Archives of the UK government, and the study takes advantage of collocation analysis. Collocations reveal lexical elements that appear together more often than random word combinations, and the collocates affect the meaning of the node (e.g. McEnery & Hardie 2012). The analysis includes collocates that extend up to five words from the node, and the study identifies groups of collocates with the same semantic meaning (semantic preference) and pays attention to evaluative meanings associated with the social groups (semantic prosody) (Sinclair 2004: 31).

The study is based on genre analysis and historical pragmatics. Genres can form different representations of groups of people, depending on the audience and purpose of texts. Consequently, the attitudinal meaning of collocates can vary according to genres (see Hunston 2007). Collocations and other formulaic wordings emerge when the same communicative situations and goals are repeated in a community (Croft 2000), and these routinised combinations can spread to new contexts (Hoey 2005). Historical pragmatics further considers texts in their sociohistorical contexts, noting possible diachronic changes (Taavitsainen & Jucker 2010). In the Victorian era, legislation aimed especially to improve living conditions of the citizens and to treat people more equally, which can be reflected in the collocates (see Cornish et al. 2010, Rees 2001).

The study shows that the acts form notably dissimilar representations of the authorities and citizens. The crown is addressed in a respective manner and the collocates underline the possessions of the monarch. The most common word that refers to citizens is person but the texts define more specific groups as well: the acts single out persons, for instance, by the collocates idle and disorderly, which refer to vagabonds and people who commit crimes. The citizens are further often collectively referred to as the Majesty’s subjects, which emphasises their less powerful status. The authorities include various officials, and they are regularly defined through administrative areas such as parishes.
A comparison of lexical bundles in spoken courtroom language across three periods

This paper explores diachronic and register variation in spoken courtroom language using lexical bundles (Biber et. al. 1999). Building on the work of Culpeper and Kytö (2010; pp. 103 - 141) that described lexical bundles in Present Day English (PDE) trials (126,271 words) and Early Modern English (EME) trials (252,607 words), we use the same methods to explore the 1994 trial of O. J. Simpson (220,552 words). Like Culpeper and Kytö, we identified the fifty most frequent bundles in the O. J. Simpson trial and
found twelve bundles that were shared across the three corpora. Four bundles only occurred in PDE (in this case; the fact that; at the time; that there was), and three only occurred in EME (did you see; out of the; I did not). Five bundles were shared across the three corpora (at that time; what did you; one of the; there was a; I don’t know). Eight of these shared bundles occurred at relatively the same rate of occurrence in the three trials (PDE, EME and OJ).

After comparing the lexical bundles and their functions to Culpeper and Kytö, we divided the OJ Simpson trial into three sub-registers that reflect different contexts: Opening Statement - when lawyers present the situation from their perspectives; Direct Examination - when witnesses are examined ‘cooperatively’ by lawyers; and Cross Examination - when witnesses are examined by an adversarial lawyer. The bundles in these three sub-registers directly reflect these different situations. The most frequent bundles in the Opening Statement serve to contextualize and introduce the trial. Frequent bundles such as, evidence will show, you will hear, and you will see are sensory related and are addressed to the jury to prepare them for what they will experience. Bundles in the Direct Examination typically reflect questions designed to elicit information from witnesses that supports the lawyer’s position (e.g., what did you; did you do; can you tell us). In contrast, Cross Examination bundles are not as ‘soft’ as those in the Direct Examination. They are more challenging and therefore elicit expressions of uncertainty (e.g., is that correct; I’m not sure; I don’t know).

The results of these analyses show the influence of situational similarities across time, not only in the bundles used, but also the functions of the bundles. The results also show that exploring sub-registers can provide a picture of how language varies due to situational and functional goals.
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Are law reports a hybrid text type? Exploring the oral/literate continuum in the Corpus of Historical English Law Reports, 1535-1999

This presentation examines the language of law reports from a synchronic and diachronic perspective, based on the recently released Corpus of Historical English Law Reports, 1535-1999 (Rodríguez-Puente, Fanego et al. 2016). In English common law, reports are records of judicial decisions which are “cited by lawyers and judges for their use as precedent in subsequent cases” (Encyclopædia Britannica Online s.v. law report). Historically, judicial decisions and custom are the most important ways in which the common law has been built up, and hence they “still play a significant role as they interpret parliamentary law and fill in the gaps where there is no statute law” (Kearns 2007: 9).

The aim of the paper is twofold. On the one hand, I intend to focus on, and identify the properties of law reports that had led some scholars to define them as ‘hybrid’ texts, fulfilling both prescriptive (normative) and descriptive (non-normative) functions and containing both expository (more objective) and operative (more subjective) linguistic features (see, among others, Šarčević 2000: 11, Tiersma 1999: 139-141, Williams 2007: 28-29). On the other hand, the paper looks at how judicial decisions as a text type have evolved linguistically from the early sixteenth century to the present day, especially after the Incorporated Council of Law Reporting for England and Wales (ICLR) became established as the only authorised publisher of the official series of law reports in 1865 (see Fanego, Rodríguez-Puente, et al. 2017).

For these purposes, the analysis takes as its point of departure the set of language features that, in terms of Biber’s well-known multi-dimensional typology of texts (1988), can be argued to be most distinctive of the oral/literate continuum. In connection with this, a preliminary study conducted so far indeed suggests that law reports differ from other kinds of legal documents, such as Acts of Parliament and declarations, in that they are partially narrated in the first person and make extensive use of vocative expressions (e.g. my lords). Yet, at the same time, they often exhibit features typical of formal, written texts, such as complex sentence structure (e.g. […] yielding and paying as in the indenture; which indenture of lease is found in haec verba), academic, learned vocabulary, such as Romance nominalisations (e.g. maintenance, corroboration), and formal linking devices (e.g. forthwith, hereinafter, hereinbefore, herewith, thereafter, thereof, thereon, thereunder, whereof), among others. From a diachronic perspective, the analysis also reveals that the earlier reports differ greatly from the most recent ones both in content and structure. Thus, the lower frequencies of first and second person pronouns in the earlier reports suggest that these are marked by a more detached and objective style, whereas later texts show a greater degree of involvement.
These and other related issues will be addressed in this paper with the aim of shedding new light on the linguistic features of law reports both synchronically and diachronically, as well as in comparison with other legal documents.
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The EMMA corpus: balancing big data and contextualization

With ever increasing corpus sizes, much of the valuable contextual information that has been key to small-scale historical linguistic and variationist studies of English has been lost. While a qualitative contextual analysis is indispensable for the sociocultural dynamics of language use, advanced quantitative analyses do require large databases, in particular when dealing with low frequency phenomena. This area of tension raises two pertinent issues for corpus linguists:

1. Which criteria must be met in order to ensure representativeness of large corpora?
2. To what extent can big data corpora still take into account the sociohistorical context in which the texts were produced?

In this talk, we demonstrate how these issues are tackled within the context of a collaborative research project on Early Modern English. Situated at the intersection of historical sociolinguistics and corpus linguistics, the Mind-bending Grammars project aimed to establish a new longitudinal corpus (called Early Modern Multiloquent Authors [EMMA]) that sets high standards for both qualitative and quantitative corpus requirements.

Existing corpora of Early Modern English are varied in scope and size. Specialized corpora are rigorously compiled and representative of specific language uses, but
generally small. Examples include the corpora of Early Modern Correspondence[1], English Dialogues[2], and Early English Medical Writing[3]. Extensive digitalization projects such as Early English Books Online (EEBO) provide digitized editions of writings by all British authors between 1600-1800. Yet they are unstructured databases rather than real corpora. Well-established multi-purpose corpora, such as the PENN-parsed PPCEME2[4], the Helsinki Corpus[5] and ARCHER[6], approach a high degree of balance but are relatively small in size. The EMMA corpus fills a gap by being a large-scale specialized corpus, with a size of about a 100 million words covering a social network of 50 17th-century London-based writers. The body of texts was mainly collected from the EEBO and ECCO databases following an extensive author selection process. The set of criteria to be fulfilled by the prospective authors (including, among others, a long career, a demonstrable link with London and social, political and stylistic network connections) ensures that EMMA is a representative corpus of Early Modern English as written and/or spoken by the intellectual elite.

Of course, the sheer size of a corpus such as EMMA prevents a profound philological analysis of the sociocultural context in which the individual texts were written. However, by efficient use of other available resources (e.g. retrieving information from large databases such as the Oxford Dictionary of National Biography[7]) we were able to establish a rich metadata database, which is integrated in the corpus query and annotation tool (CosyCat[8]). Other measures included rigorous date and authorship verification and genre classification. In all these aspects, the EMMA corpus provides a qualitative edge over the large databases that are currently being used in Digital Humanities and ‘big data’ corpus studies, while at the same time it significantly broadens the scope of historical sociolinguistic studies.
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The Enabling Archive: Old English Textual Transmission and the Dictionary of Old English Corpus (DOEC)

The body of surviving Old English encompasses a rich diversity of records, written on parchment, carved in stone or bone, or inscribed in jewelry. These texts fall into several categories: poetry (6%), prose (69%), glosses and glossaries to Latin texts (25%), and inscriptions (<1%) in both the runic and Latin alphabets. In the prose in particular, there is a wide range of texts: saints’ lives, sermons, biblical translations, penitential writings, laws, charters, wills, records of various sorts (of manumissions, land grants, land sales, land surveys), chronicles, a set of tables for computing the moveable feasts of the Church calendar and for astrological calculations, medical text, prognostics (the Anglo-Saxon equivalent of the horoscope), charms (such as those for a toothache or an easy labor), and even cryptograms. The Dictionary of Old English Project at the University of Toronto has digitized this corpus of material into a comprehensive database. The DOEC comprises at least one copy of each surviving Old English text, and sometimes more than one copy if of interest because of dialect, date, point of view, etc. Today the DOEC consists of 3060 texts, ca. three million words of Old English to which approximately another million words of Latin is attached. It occupies 49 MB, or in literary terms its size is about five times the size of the Collected Works of Shakespeare.

As the DOEC is a closed corpus of manageable size, it can be an invaluable aid for linguistic research, for it is a rich source of early information on the story of English. However, the information derived from it must constantly be assessed in relation to its natural environment, that is, the full context out of which it arises. This workshop intends to demonstrate how the DOEC is an enabling tool, exploring the earliest forms of the English language through an investigation of the text types included in the database, and the corresponding freedom in / constraints on interpretation that follow.
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The Database of Early Pidgin and Creole Texts (DEPiCT): assessing the reliability of early descriptions of contact languages

The Database of Early Pidgin and Creole Texts (DEPiCT) assembles early attestations and descriptions of contact languages. The texts are annotated and made searchable online. The considerable advantages of collecting such texts in one place extend to the following:

- DEPiCT offers a more complete overview and more comprehensive documentation of the development and history of individual contact languages.
- By allowing direct comparison between texts, DEPiCT makes it possible to evaluate the reliability of early sources.

The annotation of linguistic data includes the morphologically segmented text, the orthographic lexifier equivalence, the source language, the gloss, POS tagging and a free translation. More importantly in the present context, there is also contextual and sociolinguistic annotation (e.g. for information on the location of the utterance, descriptions of the language ecology of the different localities, the domains of language use and language attitudes, as well as socio-biographical speaker information). The DEPiCT annotation facilitates systematic research on the emergence and use of contact languages. It also helps to correlate object language with sociolinguistic parameters, thus helping to contextualize language data.

This talk will focus on the challenges in compiling the database. Because of the nature and uneven availability and quality of early descriptions of contact languages, DEPiCT is not a balanced corpus in the classic sense. Rather, we collect what we can and use standardized annotation categories to make the texts maximally searchable and comparable. After a glance at the kinds of texts included in DEPiCT (e.g. travel accounts, narratives by missionaries and traders, official documents by colonial administrators), I will address the question of the reliability of these texts, highlighting questions such as prejudices and the political and/or cultural agendas of the authors, their linguistic and observational abilities, the time lapse between observation and composition/publication of the text, the reliability of different genres, the question of plagiarism, as well as the itinerary of the author and time spent in individual localities.
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The communicative and textual context of the Old Bailey Corpus 1720-1913

This presentation focusses on the communicative and textual context of the Old Bailey Corpus (OBC 2.0), a corpus of speech-related texts covering the 1720-1913 period and based on the proceedings of London’s central criminal court (http://www.oldbaileyonline.org). The 24 million words corpus of speech-related Late Modern English texts is hosted at the CLARIN-D Fedora Commons Repository of Saarland University and is freely accessible for non-commercial research (https://fedora.clarin-d.uni-saarland.de/cqpweb/obc).

A particular strength of the OBC is that it includes a very high number of speakers and therefore constitutes a fairly representative sample of spoken, rather formal Late Modern English in the courtroom setting. Every speaker turn has detailed annotation for sociobiographical (gender, social class, age), pragmatic (role in the trial) and textual variables (the shorthand scribe, printer and publisher of individual Proceedings), thus including crucial parameters of the communicative situation. The combination of sheer size and rich annotation make the OBC the largest diachronic collection of spoken English with this detail of utterance-level sociolinguistic annotation. The corpus is a valuable resource for multivariate analyses in historical linguistics in general, and historical sociolinguistics and pragmatics in particular, enabling researchers to correlate linguistic change and structural variability with the social context.

The fact that the proceedings of the Old Bailey were taken down in shorthand makes them a reasonably close representation of what was said in the courtroom. Nevertheless, scribes, printers, publishers and the constraints of the printed medium did of course act as linguistic filters between what was actually said and what made its way onto the printed page. In an attempts to contextualize the texts in the OBC and assess their reliability, I will discuss the nature of these filters and their effects on the representation of the speech events in the courtroom. The discussion will be based on linguistic evidence within the corpus, a comparison of individual trials in the OBC with alternative accounts, testimonies of the scribes about their scribal practices, and the shorthand system they used. The communicative setting of the courtroom and the roles of individual participants in the proceedings also had an important influence on what individuals could and could not say. Another important factor to be taken into consideration is the fact that the genre of the trial proceeding changed during the 18th and 19th centuries, from a privately sold commercial venture favouring rather informal language to an official document of what was said in court and more formal language.
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Reclaiming Space - The Manuscript Context of Old English Biblical Texts in the Helsinki Corpus

This paper, which the workshop convenors asked to address the theme „from manuscripts to corpus“, will focus on some of the biblical and homiletic material selected for the Old English parts of the Helsinki Corpus of English Texts (1991). In an attempt at „reclaiming space“, I will show how research on Old English information structure can profit from inspecting Old English texts in the design context of their respective manuscripts, in their layout in pages, lines or columns.

Test cases will consider visual means of highlighting episode structure, by, for instance, the use of colours, rubrics and larger initials in different manuscripts of the West-Saxon Gospels (COWSGOSP), and, in particular, the value of different textual arrangements of the Latin and Old English texts in the interlinear glosses to the Lindisfarne and Rushworth Gospels (COLINDIS, CORUSHW).

Specific emphasis will be placed on the functions of Old English þa in Farman’s glosses to the gospel according to Matthew in the Rushworth Gospels, in particular in verses without a Latin lemma such as tunc, cum or autem and it will be tested whether these insertions of þa are a signal of idiomatic discourse structuring in Old English.
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The Heritage of Late Modern English Dialects in Middle English (based on EDD Online)

While it is a truism that language, and dialectal English in particular, are persistent historical phenomena, this has hardly ever been proved except by eclectic examples. This paper provides cumulative evidence of the survival of Middle English in the dialects of the 18th and 19th centuries. The evidence can be given thanks to the availability since 2016 of EDD Online, the digitised version of Wright’s comprehensive English Dialect Dictionary (1898-1905).
After a short introduction to the interface of this new platform, created at the University of Innsbruck, with Manfred Markus as project director, this paper pursues two aims: (1) it demonstrates the usability of EDD Online as a tool for tracing lexical survival from OE and ME to (Late) Modern English, mainly due to the applicability of a time filter; (2) it discusses the various search routines provided by the Innsbruck interface in view of the heritage issue. The main questions raised are: what survived, and where can the survivals be traced? As to the substance of survival (what), this paper’s survey ranges from literary specification, using the Gawain works as a test case, to types of word formation, and from spelling and pronunciation to syntax. The question of the where of survival familiarises us with Wright’s most complex areal attribution of dialectal features, from hundreds of counties or their subdivisions to the larger regions of the UK and to English-speaking nations worldwide.

The paper pairs a linguistic and variationist interest in historical English with a methodological corpus-linguistic interest in Wright’s English Dialect Dictionary and its usability as a corpus. In the face of the linguistic expertise brought to bear on dialectal raw data, both by Wright with his EDD and the Innsbruck team with their interface parameters, our concept of a “corpus”, the paper suggests, has to be redefined in the direction of an “ordered corpus” – a collection of datalogistically well sorted like the articles of a modern supermarket. The position of the corpus analyst, the consumer, as it were, is, thus, greatly improved.
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Contextualizing the Corpus of Early English Correspondence (c. 1400–1800)

A good deal of variationist sociolinguistic research has been carried out using the Corpus of Early English Correspondence (CEEC). The original version of the corpus covers the time span from 1410 to 1680 and its Extension (CEECE) brings it to 1800, the whole corpus totalling 5.2 million words.

The corpus comes in various formats and with metadata of different kinds. The first published version was a half-a-million-word sampler of the plain text original (CEECS, 1999). The original version has also been published with grammatical annotation (PCEEC, 2006). This version consists of 2.2 million words.

The PCEEC attaches to each sentence sociolinguistic metadata about the letter (date, authenticity, writer–recipient relationship) and the writer and the recipient (name, gender, date of birth, age). There is also a separate ‘associated information file’ (AIF) that includes additional information on the letters and correspondents. The parsed version for the extract “nor the commyssion for the pease I never harde of”, for example, comes out as:

```
((METADATA (AUTHOR NICHOLAS_BACON_II:MALE:BROTHER:1543:26)
  RECIPIENT NATHANIEL_BACON_I:MALE:BROTHER:1546?:23?)
  LETTER BACON_001:E1:1569:AUTOGRAPH:FAMILY_NUCLEAR))
(IP-MAT (CONJ nor)
  (NP-1 (D the) (N commyssion)
   (PP (P for)
    (NP (D the) (N pease))))
  (NP-SBJ (PRO I))
  (ADVP-TMP (ADV never))
  (VBD harde)
  (PP (P of)
   (NP "ICH"-1))
  (..)) (ID BACON,I,7.001.5))
```

More comprehensive metadata was collected on the correspondents during the compilation of the corpus. The STRATAS project currently in progress aims it make some of it available through a dedicated search platform.

But contextualizing a historical corpus does not stop here. In fact this is only the beginning: the ways in which these metadata should be interpreted require familiarity with their socio-historical contexts, ranging from the contemporary society at large down to the physical space the writers inhabited. We have indicated some direc-
tions that this research could take in Nevalainen (2015) and Nevalainen & Raumolin-Brunberg (2017). I will discuss them in my talk.
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CEEC = Corpus of Early English Correspondence. 1998. Compiled by Terttu Nevalainen, Helena Raumolin-Brunberg, Jukka Keränen, Minna Nevala, Arja Nurmi and Minna Palander-Collin at the Department of Modern Languages, University of Helsinki.


PCEEC: http://www-users.york.ac.uk/~lang22/PCEEC-manual/corpus_description/index.htm


 Irma Taavitsainen
University of Helsinki
irma.taavitsainen@helsinki.fi

Turo Hiltunen
University of Helsinki
turo.hiltunen@helsinki.fi

What linguists need to know about early medical writing?

Early medical writing is a key area for understanding the history of scientific English. At the same time, it is an area that presents many problems for corpus linguists, ranging from obscure terminology and non-standard spelling to broader issues of representativeness and balance in corpus design. The aim of this paper is to introduce and describe some of these issues, and discuss the solutions adopted in the compilation of three diachronic corpora: Middle English Medical Texts (MEMT, 1375-1500),
Early Modern English Medical Texts (EMEMT, 1500-1700), and Late Modern English Medical Texts (LMEMT 1700-1800). These corpora have been designed to enable the diachronic study of medical writing, and together they contain over 4 million words and cover the full range of linguistic variation over four centuries. Our main focus is on representativeness and use of the data. Given the dramatic changes in language and medicine, as well as societal and cultural changes, how do we assemble a representative text collection? And how do we communicate these decisions to linguists using the corpus, so that they can meaningfully interpret the results that it provides?

Middle English medicine had two textual traditions with a wide scope, from texts of highest learning based on Latin models to practical health guides and remedy books deriving from Old English. MEMT is mainly based on manuscript editions. EMEMT provides continuation to both learned and more popular traditions, and introduces the new categories of writing emerging at the end of the period. In contrast to MEMT, it is based on printed materials LMEMT is nearer to Present-day practices in many respects, but needs sociohistorical contextualizing and much of the material is totally unexplored. Our texts are selected in collaboration with medical historians and our sampling is informed by medical history. For contextualizing the data, information about the textual and communicative traditions is integrated into the corpora, including background metadata with sociolinguistic anchoring of authors and audiences, as well as links to the original text pages.
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Mediaeval texts in their material context
This presentation discusses how linguistic variation present in mediaeval texts may be due to the physical manuscript housing them. It is hardly any new observation that the physical form of a mediaeval text should be an explanatory variable, but it is fair to say that scholars tend to pay lip-service to it rather than give it any serious attention. Material philology is the exception, since this school considers a text’s physical form an integral part of its meaning; but linguistics is not this school’s primary
concern. Textual scholars sympathetic to it furnish their editions with images of the corresponding manuscript pages. The availability of such editions make it possible to study the variable, whereas corpora catering specifically to the needs of linguists rarely contain any images at all and give sparse bibliographical information about the manuscripts. It is not possible to tell from a concordance if a scribe added <-e> to words to fit a text within a pre-set space. Linguistics corpora may be annotated for syntax but not for the dimensions of the manuscript page. To illustrate the ways in which the physical makeup of a manuscript can shape the selection of variant, the presentation evaluates the distribution of various orthographic variants between the Hengwrt and Ellesmere manuscripts of Chaucer’s Canterbury Tales. These variants differ markedly in usage frequency between the two manuscripts, and previous scholarship has attributed this difference to chronological developments within the English of mediaeval London.
Plenaries
Learner corpus research, by applying the tools and techniques of corpus linguistics to the study of learner language, has made it possible to investigate aspects of interlanguage that had been neglected in traditional second language acquisition research. This has led, for example, to considerable advances in the areas of lexico-grammar (collocations, lexical bundles, etc.) and discourse (connectors, involvement features, etc.), and has also allowed for a more quantitative approach to interlanguage (cf. concepts of under- and overuse). Learner corpus research can now be said to have become a mature field of study, as witnessed among other things by the creation of an association (Learner Corpus Association) and a journal (International Journal of Learner Corpus Research) specifically devoted to the subject, and the publication of The Cambridge Handbook of Learner Corpus Research (Granger et al. 2015).

In this talk, I would like to explore some areas in learner corpus research that have received comparatively little attention up to now but whose study could lead to interesting developments in the field. I will thus discuss the research trend which consists in approaching the process (rather than the mere product) of writing by relying, e.g., on a corpus including several drafts of the same text (like the Hanken Corpus of Academic Written English for Economics – see Mäkinen & Hiltunen 2016 – and the Malmö University-Chalmers Corpus of Academic Writing as a Process – see Wärnsby et al. 2016) or a corpus representing visible corrections in handwritten texts (as in the Marburg corpus of Intermediate Learner English, see Kreyer 2015: 22-24). I will also discuss the emerging idea that foreign varieties of English, like native and institutionalised second-language varieties, may display diachronic changes and that time of language production should therefore be taken into account in learner corpus studies (cf. the discussion in Laitinen (2016) about English as a Lingua Franca). For these and some other areas that are still largely ‘terra incognita’ in learner corpus research, I will describe the first explorations, if any, which have been carried out, and I will show how these could be taken further and open up new avenues for research in the study of learner language.
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Collocation – New Directions and Opportunities for Interdisciplinarity

The concept of ‘collocation’ is one of the most fundamental concepts in corpus linguistics. It is often considered in relation to work by Firth (1957) who highlights that habitual co-occurrence patterns are crucial to the meaning of a word. Sinclair et al. (2004: 10) define ‘collocation’ as “the co-occurrence of two items in a text within a specified environment”. Corpus software packages tend to include the retrieval of collocates among their standard functionalities. Although the concept seems to have been around for a long time, collocation still has the potential to move corpus linguistics forward by raising new questions and furthering research across disciplinary boundaries. To make this point, I will consider examples from the CLiC project and the analysis of literary texts (joint work with Peter Stockwell). A new functionality of the CLiC app (http://clic.bham.ac.uk/ Mahlberg et al. 2016) is a KWIC-grouping option (cf. O’Donnell 2008) to support the viewing of collocations in context. I will also discuss challenges of comparing collocations across corpora and discourses (joint work with Viola Wiegand and Anthony Hennessey) and indicate potential for future work in this area.
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**TEXT, INTERTEXT AND MEANING:**
*with illustrations from Conan Doyle’s stories about Sherlock Holmes*

The Prague Linguistic Circle, which met at Charles University in the 1920s and 1930s, included Czech linguists (Vilém Mathesius and Josef Vachek), Czech and Austrian-Czech literary scholars (Jan Mukařovský and René Wellek), and Russian émigré linguists (Roman Jakobson and Nikolai Trubetzkoy). In a cultural and political history of the group, Toman (1995) discusses their aims of “redefining the nature of linguistics and literary studies”.

The group tackled problems which have still not been solved, including the nature of literary language and the relation of author to text. Two significant quotes are:

“The function of poetic language is the maximum foregrounding of the utterance” (Mukařovský 1932).

“We are not interested in the individual psychology of the novelist, but in his novel as an objective social fact” (Jakobson 1943).

The concept of “intertextuality” suggests an empirical approach to these problems. It is used of cases where units of meaning in one text refer to units of meaning in another text, and implies that the meaning of a text does not depend on (the intention of) the author, but on how readers interpret relations between texts.

The term “intertextuality” was introduced in the 1960s, and in the last fifty years a huge literature has appeared: JSTOR returns over one thousand items with “intertext” in the title (almost all by literary and cultural theorists, few by linguists). However, this intensive discussion has arguably made only minimal conceptual progress. Since the concept has failed to develop significantly over such a long period, perhaps it should be abandoned in favour of something more worthwhile.
Alternatively, we can argue as follows. First, intertextuality can now be studied by new kinds of corpus data and methods, which were previously not available to literary and cultural scholars. Second, the concept of intertextuality is logically related to other concepts, such as reference, semantic units, paraphrase, and evaluative language. Third, a concept is seen to be significant when it is connected, in a natural way, to a complex of other ideas: if such connections can be made, this often leads to intellectual progress.

The essential empirical question is: Can corpus methods reliably identify intertextual references? The essential conceptual question is: What is the logical relation between intertextuality and meaning?

Conan Doyle’s stories about Sherlock Holmes (published 1887 to 1927) provide an ideal corpus for studying intertextuality. They refer to identifiable texts (e.g. earlier detective stories) and allude to contemporary ideas, both scientific (e.g. the value of observational data) and pseudo-scientific (e.g. so-called “criminal anthropology”).

The stories were clearly influenced by other fictional and non-fictional texts which characterize the intellectual and social world of the late 1800s. These texts are “objective social facts”, but relations between texts change over time, and so therefore does the meaning of the texts. Corpus data on these relations could help to solve problems of language, literature and culture which were posed by the Prague Linguistic Circle over eighty years ago. *Corpus et orbis* ...
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The Meaning of Corpus Linguistics

It is content that sets language apart from other immaterial structures. A musical score or a mathematical notation represents indexical signs, but not arbitrary ones. They are devoid of content. What they stand for is not up to negotiation. Language signs, on the other hand, are arbitrary. We can and do argue what a sign means. A language sign does not refer to a discourse-external ‘thing’; it refers to other signs. This
is why linguistics cannot be a strict science. There is no true meaning. For meaning is not reducible to statistics or any other formal algorithm. Our quest of meaning has to turn to fuzzy textual evidence, and it is only corpus linguistics that can help us. It has the answer to the hermeneutical enterprise, this greatest of human achievements, initiated by Aristotle in the west and Zhuangzi in the east. It is what makes sense of the social, spiritual and natural world.

For me, the corpus-driven approach to meaning implies that we have to closely listen to what utterances tell us about the meaning of other utterances. The meaning of a singular text, or of one of the recurrent text segments of which it is composed, is the entirety of what has been said about it, of how it has been paraphrased. What we need is a tool picking up candidates of what may be such paraphrases. Another tool that would come in handy would detect the intertextual links tying any new utterance to those earlier utterances to which it is a reaction. Discourse is plurivocal. It speaks in many voices. We need software that shows which voice infects subsequent texts, while leaving other texts untouched. We have to learn to which extent one network of texts, held together by a set of lexical items defining it, isolates itself from other such networks, or undermines them. This is why we have to study the diachronic dimension of discourse. The meaning of a recurrent text segment, of a lexical item, is never stable; it evolves, and it evolves differently in different networks. Statistics are, of course, an indispensable tool to extract promising candidates from the corpus. But statistical findings are not a substitute for meaning. It all depends on our research question what constitutes the meaning of a lexical item. Only humans can sort through the candidates picked up by the program and decide what is relevant or not. The fullness of meaning is never available to us, just as any map is not an accurate representation of the land it shows, but an interpretation of it. When we query the meaning of a text or a recurrent text segment, we aim for an interpretation, an interpretation that will be biased by the categories underlying our research question. Corpus linguistics, as I imagine it, provides the practical foundation to the programme of hermeneutics, i.e. the art of interpretation.

It is we, the discourse participants, and not the lexicographers, who make meaning, and we do it together. By interpreting what has been previously said, by remarking and commenting on it, new ideas will emerge. If they are picked up in subsequent utterances they will have an impact on discourse. Making sense of the world is a collective enterprise, and we all can take part in it. Together we have the power to change the reality confronting us in what we are told. Discourse is, in principle at least, democratic. Every person has a voice. It is, however, a freedom we must take care to guard. The current battle of the internet might easily do away with it. We are increasingly swamped with narratives that aren’t ours, and if those in charge don’t like our narratives, they call them fake news and edit them out. They want only their reality to confront us, depriving us of our voice. Corpus linguistics, as I envisage it, has what it needs to take stock of such subtle changes of meaning designed to force us to accept their reality, not ours. It is up to us to fight back.
English Diachronic Corpus Linguistic: Prague Themes

Recent years saw a growing popularity of quantitative historical linguistics in Prague, especially application of the methodologies of Digital Humanities. We will introduce the Prague take on diachronic corpus linguistics by focusing on some of these current issues the Department of English Language has been engaged in pursuing.

In one of our early attempts at applying corpus methodology to a Praguian approach, we explored Skalička’s and Sgall’s theory of morphological typology and focused on the quantification of typological change in the history of English. This study, introducing information entropy as a measure of predictability of a system and applying it to the exponents of inflectional categories throughout the history of English, confirmed the major direction of typological change in English, but it also pointed out some intriguing trends in more recent history. Since entropy proved to be well-suited to determine the regularization and simplification of morphological paradigm, we used it again in an attempt to quantify the standardization of English spelling, where it likewise proved to be a relatively intuitive measure rather than a mere form : type ratio.

Both the richness of early English morphology and the irreguality of its spelling brought our attention to the paucity of highly annotated (i.e. lemmatized, morphologically tagged) corpus material for Old and Middle English and gave rise to the project of automatic morphological analysis of Old English that uses pre-generated dictionaries and rule-based grammar in a manner analogous to the morphological analysis of highly inflected languages, such as Czech, but with a special focus on formal variation. To capture the maximum lexical breadth and the fullest formal variety, Bosworth’s and Toller’s Anglo-Saxon Dictionary was chosen as the source of lexical data for the analyser. That, as the end product of the project, is therefore based on the results of an ongoing digitization project of the Online Anglo-Saxon Dictionary (www.bosworthtoller.com) that both supplies the data to, and profits from, the morphological analysis, allowing it to connect with multiple external resources.

The following project of ours thematised the issue of lexical obsolescence and loss in historical English. It was first inspired by an interest in the interface between typological changes in the word-formation and lexical mortality on the Old/Middle English threshold, which, due to the nature of preserved data, virtually had to avoid corpus-based methodology. For that reason, we extended the focus of our interest in lexical obsolescence and loss to include the Late Modern English period as well where much larger data available allowed for a more robust quantitative analysis that went hand in hand with further refinement of the method.

Apart from the issue of quantification of language change, we also focused on the visualization of its progress throughout the linguistic community. One of such studies was carried out on the PCEEC, a letter corpus richly annotated with sociolinguistic meta-data that by the nature of the epistolary material it contains is essentially a
graph, or a network, and we employed network analysis tools such as Gephi to map lexical innovation and its spread through the language community.

The topics to be presented – though varied and on different levels of linguistic description, spelling, morphology and lexis – all display important facets of systemic interconnection and as such are just different aspects of the same endeavour that has characterised Praguian approach over the past hundred years – keen attentiveness to language structure combined with sustained search for methodological advancement.
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The International Corpus of English (ICE) Project: The Next 25 Years

As announced at ICAME37 in Hong Kong, during the winter 2016-2017, we have undertaken an extensive and wide-ranging questionnaire-based review of the International Corpus of English with each of the 27 national ICE teams as well as with some other interested parties. The aim of the review has been to take stock of the project and its development over the last 25 years, and to identify the best way forward for the next 25 years.

We completed our review by the late winter and circulated it among respondents. We made numerous recommendations for which we sought approval and agreement. The plenary will be the final stage of this process: it will present to the wider ICAME community the recommendations which will have been agreed within the ICE community.

Our plenary is thus an opportunity to set out the guidelines for second generation ICE corpora (ICE Corpora, Mark II), and to encourage anyone interested in undertaking a second generation ICE corpus to do so.
Full papers
-Ing clauses in English: structure, usage and recent change

Historically the English gerund is an action noun which could gradually also be used as a verb from the Middle English period onwards (Jack 1988, Fanego 1998, 2004). This process has been called ‘verbalization’ (Fischer and van der Wurff 2006: 178f.). In Present-Day English the reflexes of this development are verbal nouns and –ing clauses, as in (1) and (2):

(1) [The deliberate sinking of the ship] was a criminal act
(2) [Deliberately sinking the ship] was a criminal act.

In these particular cases the bracketed strings function as subject.

In this paper we study the structure and development of PDE –ing clauses, investigating how their frequency and use has changed over recent decades. More specifically, we look at the functions that such clauses can perform within their matrix clauses, using the Diachronic Corpus of Present-Day English as our dataset.

Our data show that changes in use are principally found in clauses functioning as subject (as in (2) above), direct object or adverbial in their matrix clauses. We will show that there is a statistically significant trend over recent decades for –ing clauses increasingly to have an explicit subject of their own. We hypothesize that this shows that the tendency for –ing constructions to become less nominal and more clausal has continued in the recent history of English.
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Conceptual metaphor research focuses on the conceptual patterns that underlie everyday language use. Using linguistic examples, researchers hypothesize how abstract concepts (‘target’ domains) use concrete concepts (‘source’ domains) within a given language. Recent research has focused not only the underlying cognitive conceptualizations, but also the underlying ideology of the speaker and found that speakers of the same language can use very different metaphors when talking about the same concept (Ahrens & Lee, 2009; Ahrens, 2011; Ahrens, 2016a, b; Ahrens & Chan, 2016).

This paper, which is part of the research project on VARIETIES OF ENGLISH IN THE INDO-PACIFIC (VEIP), examines the differences in conceptual metaphor use related to the idea of ‘democracy’ in editorials in contemporary English language newspapers in Hong Kong, China and Taiwan, with a particular focus on how metaphor use reflects the ideology of the editorial columnists in the different regions. We undertake this task by independently compiling an English corpus of editorials from two national newspapers in the People’s Republic of China (China Daily and Global Times) during the period of 2011 to 2016 (61,904 words), from three newspapers in Hong Kong (South China Morning Post, The Standard and Hong Kong Free Press) for the period of 2012-2016 (51,216 words), and from two newspapers in Taiwan (The China Post and Taipei Times) for the period of 1999-2016 (33,761 words).

After compiling the corpus, key-word-in-context searches are run using WordSmith tools and downloaded into Excel files, after which the lexeme “democracy” (as well as all the lemmas associated with “democracy” such as “democratic”, “democratically”, “democrat”, “democratize” and “democratization”) are analyzed for both tokens and types. In this study, metaphorical uses were identified based on Group (2007) guidelines and normalized ratios (NR) are calculated (number of metaphorical instances/corpus size multiplied by 100,000).

Findings to date (based on our analysis of the keyword “democracy” (and all the lemmas of ‘democracy’) show that PRC discusses this topic significantly less (NR = 8.08) than in the Hong Kong (NR = 29.29) or Taiwan corpus (NR = 38.51). In addition, the Taiwan corpus has two source domains (building and patient) primarily associated with this target domain, reflecting the writers’ concerns with the overall robustness of the democratic system in Taiwan, while the Hong Kong corpus has more occurrences of war and journey metaphors, indicating writers’ concerns with protecting democratic rights as well as questions about the how far Hong Kong can “go” in terms
of democracy as a Special Administrative Region of China. We plan on adding to this analysis by looking at other keywords related to democracy, including words that relate to democratic practices such as elections, voting, balloting, and campaigning to gather a fuller picture of the viewpoints of the writers with relation to these concepts.

Given that each of these regions practices democracy to a greater or lesser degree, compiling and analyzing the data will allow better understanding of how opinion influencers in the media utilize conceptual metaphors to sway their readers. In addition, study has particular significance with respect to Hong Kong as it navigates demands for an increase level of participation in democratic processes. By better understanding the way issues relating to democracy are conceptualized throughout greater China, the more likely it is the various stakeholders and concerned citizens can understand others’ viewpoints and communicate effectively.
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The intensifier *fucking* in Spoken BNC14

Intensifiers hold a great fascination for scholars because of their variability and the changes they undergo. Once they get a foothold in society and achieve general acceptance they become subject to delexicalization and may be replaced by other intensifiers. Such developments have been studied diachronically but can also be described in a shorter micro-diachronic perspective using synchronic cross-generational data.

The purpose of this study is to identify the syntactic, semantic, pragmatic and sociolinguistic factors accounting for the variability of *fucking* and the changes it has undergone over a short period of time. The presentation takes advantage of the possibility to use the ‘new’ British National corpus (SpokenBNC2014Early Access Subset) representing data from the later part of the 20th century. BNC2014 contains approximately five million words of spoken English involving 376 speakers. The data consists of conversations on a variety of different topics between two or more speakers who are friends or family members. Information about the speakers (age, gender, social class, education, regional dialect) has been coded in the corpus. The intensifier *fucking* is of particular interest since it can be shown to have more than doubled its frequency in BNC14 compared with the older BNC.

Intensifiers can be analysed along several parameters such as type and degree of evaluation or expressivity (cf Cacchiani 2005), and the semantic type of adjective they co-occur with. The most frequent adjectives are evaluative (*good, happy, bad*) but non-evaluative adjectives are also found (*expensive*). The adjectives (with or without intensifiers) are typically used to signal the speaker’s subjective evaluation associated with ‘affect’, judgement of personal traits or appreciation and emotional reaction (Martin 2000). The patterns generally contain *be* (‘it/that is INT+ADJ’) but patterns with attributive adjectives (‘Intensifier +Adjective +NP’) are also found. Intensifiers can turn into stronger emotional expressions where they combine with ‘extreme’ (or ‘superlative’) adjectives (Cacchiani 2005:410) occupying a position at the positive or negative end of a scale. Extreme adjectives include trendy ones such as *brilliant, amazing, weird* which are typically used by adolescents to express a certain style or ‘persona’.
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Caught between convention and innovation – The case of the progressive in spoken British English

The recent frequency increase of the English progressive construction has been addressed by numerous studies. Mair and Hundt (1995) were the first to show that it was still under way in late 20th-century English. Subsequent studies (e.g. Leech, Hundt, Mair & Smith 2009) have argued that the progressive’s increasing use has been mainly taking place within the established formal and functional contexts (i.e. aspeccial uses of the present progressive active). Non-prototypical uses with stative verbs are regarded as a statistically marginal phenomenon. Contrary to this view, Levin (2013) shows that progressive use with stative verbs has increased considerably in 20th-century AmE, identifying it as a contributing factor to the construction’s overall increase.

This paper moves the focus to 21st-century spoken BrE, asking whether the progressive’s frequency development is still under way – thus, illuminating the current state of the phenomenon. Furthermore, it is asked whether the progressive’s frequency increase is mainly occurring within the boundaries of its conventionalized contexts of use or rather connected to a spread to new formal and verbal contexts – a question that has so far produced seemingly contradictory results.

Specifically, I analyzed progressive use in the Diachronic Corpus of Present-day Spoken English (DCPSE), comprising data from the 1950-70s and from the early 1990s. Furthermore, I used a new, self-compiled corpus of spoken BrE, containing data from 2012-16, designed to match the DCPSE. The data comprises 1.2 million words, which is justifiable for the analysis of a high frequency construction as the progressive. To uncover changes in the progressive’s morphosyntactic and semantic profile, different frequency metrics as well as Distinctive Collexeme Analysis (Gries & Stefanowitsch 2004; Hilpert 2012) and Hierarchical Configural Frequency Analysis (Gries 2004; Hilpert 2013) were used.

The results first reveal that the progressive’s frequency increase continues in all but one of the analyzed genres. While frequencies no longer increase in Face-to-Face Conversation, Broadcast Interview & Discussion, Spontaneous Commentary, and Parliamentary & Prepared Speech show a significant upward trend. Second, in all genres that exhibit increasing progressive use, it is the present progressive active that accounts for most of the increase. Regarding different verb classes, it is progressives with activity/event verbs that have increased most in frequency. Prototypical combinations of the present progressive active with activity/event verbs have become even more frequent over time. However, supposedly stative verb classes (existence/relationship and perception/sensation) also account for roughly a quarter of the progressive’s frequency increase in all genres. Have and feel are among the verbs whose use with the progressive has increased most.
In sum, the results suggest that the progressive’s frequency increase still has not subsided yet and that it has spread from conversation to more conservative spoken genres. While most of the increase seems to be happening within the conventionalized contexts of use, part of the increase is due to a higher readiness to use the construction with stative verbs. This is in line with De Smet’s (2016) model of change, which proposes that unconventional uses become more likely as the related conventional coding solution becomes more frequent and mentally accessible.
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The semantic-syntactic specialization of composite predicate constructions

In this paper I want to explore the semantic-syntactic evolution of a series of composite predicate constructions (from now on: CPCs) in English from the 16th century to the present-day. Examples include such constructions as *make fun of*, *make mention of* and *take delight in*. My aim is, firstly, to place them on a cline that ranges from constructions that are completely syntactically fixed to those that are syntactically flexible (e.g. allow for modifiers and determiners to intervene between the verb and the complement as in *make good use of* and *make no mention of*). Secondly, I want to predict which constructions undergo semantic-syntactic specialization over time and attempt to explain this phenomenon.

To date, the evolution of CPCs has mainly been explained from the perspective of the verb or the complement involved (see e.g. Brinton & Traugott 2005; Brinton 2008; Trousdale 2008; Berlage 2012). Only a single pilot study (Berlage 2014) focusing on *take advantage of* and *make use of* has addressed the question of whether CPCs that have morphologically related simple verb counterparts (e.g. *make use of* – *use*) show a development different from those without such counterparts (e.g. *take advantage of*).

My paper takes up this idea, linking synchronic variation to change over time.

The present study subjects a series of CPCs to an investigation in terms of the ‘noun phrasiness’ of the complement. Referring back to Ross (1973; 1995; for a semantic approach, see Nunberg et al. 1994), I will measure the degree to which the complements take modifiers and/or determiners, indicating how autonomous the noun phrase in the CPC is or, inversely, how fixed the CPC has become.

Corpus analyses based on more than 100 million words of historical British fiction reveal that there are many CPCs for which we observe either a strong increase in or very high ratios of determiners throughout (as e.g. in *take no notice of*). Closer inspection shows that these determiners mainly occur in negative or other non-assertive contexts like interrogatives (*Are you taking any notice of them?*) and comparative-like constructions (*[...] was too busy eating to take much notice of him*). For some constructions, the association with these non-assertive contexts is so strong that they gradually turn into what we call ‘negative polarity items’ (Huddleston/Pullum et al. 2002: 823), being barred from assertive contexts.

Comparing those constructions that become semantically and syntactically specialized to those that do not, we see that specialization only occurs where there is a simple (or prepositional) verb alternant in the paradigm (as in the cases of *make mention of* – *mention, take delight in* – *delight in*). My paper argues that specialization requires the existence of an alternative item that can take over the remaining functions.
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Speakers/writers often resort to certain strategies to convey the obviousness of their statements, hence acknowledging that the information expressed is known, expected or self-evident. Consider in this regard the expressions *needless to say* and *goes without saying* in (1)-(2) below:

(1) *The whole sea seemed alive that night and there was little sleep for the crew, needless to say*. (BYU-BNC, 1989)
(2) *No need to tell you how sorry I am—goes without saying—but I wouldn’t call that murder, would you? Unless you’re accusing Pa.* (BYU-BNC, 1993)

Such forms are used both as hedging devices to shade categorical assertions and for face-saving purposes. They also serve as evidential strategies (see Chafe 1986, Aikhenvald 2004, Cornillie 2009, Cruschina & Remberger 2008, Diewald & Smirnova 2010) whereby the speaker/writer provides evidence for what s/he is saying, thus emphasizing a shared worldview or experience and drawing attention to aspects of general knowledge. Additionally, such expressions have an interactional and intersubjective function (see López-Couso 2010, Traugott 2003, 2010, 2012), aimed at seeking agreement with the interlocutor, thus conveying “the attitude of the speaker towards the content of the utterance and/or the degree of speaker endorsement” (Déhé & Kavalova 2007: 1).

The aim of the present research is twofold. On the one hand, it sets to trace the diachronic development of the PDE evidential parentheticals *needless to say* and *(it)* *goes without saying*. On the other, it delves on the frequency and distribution of both expressions in Present-day British and American English, examining the degree of prevalence of each of these forms in the different textual genres in order to determine potential patterns of distribution.

Our preliminary results show that parenthetical *needless to say* has its roots in the EModE <*needless* + extraposed to-INF SBJ> construction (meaning ‘it is unnecessary to do something’), which originally licensed a wide range of infinitives. In the course of time, the construction became restricted to uses with utterance predicates, eventually giving rise to the fixed evidential parenthetical with the verb *say*. Although the construction did not encode evidential nuances at first, pragmatic inferences of an evidential nature became conventionalized during the LModE period (‘that which is
unnecessary to say is obvious’), when the first parenthetical uses of the construction are attested. In contrast to needless to say, which dates to the sixteenth century, (it) goes without saying is only attested from the nineteenth century on, being a borrowing from the much older French expression cela va sans dire. Moreover, while in PDE parenthetical needless to say occurs predominantly at left periphery with forward scope, (it) goes without saying is mostly attested in the right periphery, in utterance final position. Data for the present paper have been drawn from several diachronic and synchronic sources, including the OED, EEBOCorp, CLMET, Hansard Corpus, BYU-BNC, COHA and COCA.
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Operationalizing semantic change: a micro-analytical approach to identifying grammatical and lexical uses of certain

This paper is concerned with the issue of operationalizing changes primarily defined on the basis of meaning. Through operationalization the main strategy used in corpus studies of providing a semantic analysis of individual examples in context is sought to be made more objective and efficient. Operationalization is a hot topic, see e.g. recent papers on operationalization of (inter)subjectification (a.o. Torres Cacoullos & Schwenter 2005; López-Couso 2010; Traugott 2010, 2015; Brems et al. 2014). This paper revisits a type of semantic change, for which the question of operationalization is often considered to have been answered some time ago, grammaticalization. In many corpus studies, Lehmann’s (1982) parameters are applied to identify and justify a grammaticalization analysis. However, the parameters have been argued to be found only in advanced grammaticalization (Hopper 1991) and to be tailored to synthetic languages. In addition, as pointed out by Norde (2012), researchers often cherry-pick rather than systematically apply parameters. The aim of this paper is to suggest supplementary means for operationalization which are more suitable for English. The theoretical backdrop is the idea that meaning is coded in lexico-grammatical form (e.g. Halliday 1994). Crucially, the concept of ‘form’ is broader than e.g. in Lehmann, and also includes distributional behaviour (Author 2014). Concretely, what I will look for in corpus data is evidence for distributional behaviour associated with a lexical or a grammatical meaning, and changes in frequency of attestations of this behaviour count as evidence for semantic change.

I will put this type of micro-level operationalization of grammaticalization into practice using a case study involving the adjective certain, which has a range of lexical (e.g. ‘sure’ in a certain victory) and grammatical meanings (e.g. as indefinite (post)de-
terminer/quantifier in a certain girl). The first step is to identify distributional behaviours associated with the different meanings based on dictionary entries and existing studies of certain, as well as of behaviour associated with the different functions in
The choice of *certain* is motivated by the extensive (corpus-based) literature on different functions of adjectives in the noun phrase. Examples of behaviour include specific collocating nouns for the lexical meanings, differing relative positions with regard to other adjectives in the noun phrase, occurrence in syntactic constructions, e.g. presentational constructions, which are a functional fit for the grammatical meanings. The second step is to apply theses distributional profiles to historical data from the Penn family of corpora; a key focus is efficiency of operationalizability, using POS-tagging and parsing where possible.

I end the paper by evaluating the process. The pros are that this kind of operationalization avoids assigning meaning to individual historical examples, and can be sped up by making use of tagging and parsing. The cons are that it does require detailed micro-level analysis to start with. However, this analysis can be transferred from/to other items with similar functions. The more general conclusion is that distributional behaviour is ‘local’ (e.g. tied to the (English) noun phrase). This suggests that the level of granularity to operationalize semantic change is the local micro-level.
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Multimodal meaning making: Developing a taxonomy for the transcription of gesture in a corpus of Skype conversations

Gestures have been increasingly studied as a key means of meaning making (cf. e.g. McNeill 2000, Streeck 2010), and there have been calls for a stronger consideration of multimodal elements in corpora (e.g. Adolphs & Carter 2013). Quantitative gesture analyses are rare, not least due to a lack of multimodal corpora that allow for the detailed study of non-verbal aspects in corpus linguistics. One of the main issues with quantifying gestures in a corpus is their retrievability, if they are transcribed at all, as they are difficult to systematize. Such a systematic approach is, however, indispensable to ensure a consistent and “replicable coding scheme” (see Adolphs and Carter 2013:155) which allows, in turn, to quantify results.

We use CASE, the Corpus of Academic Spoken English (forthcoming) as a basis for developing a tentative taxonomy of gestures. CASE consists of Skype conversations between speakers of English as a Lingua Franca from eight European countries. For quantitative analysis, we use a subcorpus of 20 conversations, BabyCASE (forthcoming). BabyCASE consists of 13 hours of Skype conversations, totaling roughly 115 000 words in the annotated version. The interaction between verbal discourse and non-verbal elements in CASE allows a differentiated view that has not yet been explored in other corpora.

We follow a bottom-up approach in developing a taxonomy for gestures in CASE. Gestures contributing to meaning making were marked in a descriptive way by transcribers and then extracted and grouped in systematically retrievable descriptive categories. Our taxonomy is illustrated with a case study of the eight most frequent gestures in our data: nods, head shakes, shrugs, pointing, air quotes, imitating gestures, waving, and physical stance shifts.

Gestures cannot be considered in isolation, but as being interconnected with verbal interaction in a dynamic process of meaning making. Quantitative and qualitative methods were employed to analyze how gestures contribute to the negotiation of meaning in interaction. Keyword and context analyses were used to isolate co-occurring items, allowing additional categorization and quantification. Nodding, for example, most frequently co-occurs with yeah, mhm, right, and okay, indicating (and...
emphasizing) support and agreement. However, such co-occurrences could only be observed for two thirds of the cases, leaving the remaining instances open for interpretation; likewise, many of the other gestures had less obvious or frequent co-occurrences. Those instances of gestures were qualitatively analyzed to further categorize the different levels of meaning. Headshakes, for example, can have multiple, and even opposing meanings (e.g. confirmation and negation, awe and despair, resignation, lack of understanding, etc.), depending on conversational context and speaker background (see also Brunner, Diemer and Schmidt forthcoming).

Our findings suggest that a descriptive categorization is essential when creating a taxonomy of gestures suitable for corpus analysis, and that a mixed-methods quantitative and qualitative approach allows for a more nuanced and complete interpretation. Our paper thus contributes to the integration of rich, multimodal data as part of the analysis of spoken language corpora.
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HeidelGram: A corpus-based network analysis of grammarians’ references in 19th-century British grammars

The HeidelGram project, based at the English Department of Heidelberg University, has a twofold aim. It makes an essential contribution to historical grammar studies by compiling, investigating, and making available a representative 10-million-word corpus of historical English grammar books from the 16th to the 19th centuries, and it introduces state-of-the-art network analysis into diachronic corpus linguistics in order to considerably extend the set of concepts and methods applied in historical linguistics and corpus linguistics, and to exemplarily implement and analyse various kinds of networks, such as a network of grammarians, and a network of manifestations of language purism, such as verbal hygiene (Cameron 1995), in long-term diachrony.

In contrast to social network analyses of historical material (e.g. Bergs 2005, Sairio 2009, Fitzmaurice 2010) and to network studies based on fictional texts (e.g. Agarwal et al. 2012, Moretti 2013), the combination of corpus-based diachronic linguistics and network analysis is rather uncharted territory. This pilot project constitutes the first part of a series of diachronic network analyses of historical English grammar books.

The present study investigates the relationships between 19th-century grammarians by examining references authors make to other grammars and grammarians. Based on White’s notion of ‘scholarly networks’, references are understood as “record[s] of who has cited whom within a fixed set of authors” (White 2011: 275) irrespective of their personal acquaintance.

A pilot corpus of 19th-century British grammar books (40 texts, ca. 2.6 mio. words) forms the basis for this kind of network analysis. It contains the most well-known and widely distributed grammars of the 19th century (cf. Leitner 1986, 1991, Linn 2006, Michael 1987, Görlach 1998) as full texts in digitised form. Main criteria for text selection are numbers of editions, distribution, and common use of grammars, as found in book catalogues and secondary literature on grammar writing.

A list of English and foreign grammarians from the 16th to 19th centuries that are nowadays usually considered the most famous and influential authors of their time (cf. Dons 2004, Finegan 1998, Görlach 1998, Linn 2006, Schmitter 1996, Tieken-Boon
van Ostade 2008, Wolf 2011) comprises the search terms which, applied to the pilot corpus, yield all references made to other grammarians.

The ties between authors will be examined quantitatively, i.e. in terms of the number of references, and qualitatively, i.e. by classifying different kinds of references, e.g. quotation, approval of approaches to grammar, the citing of authorities, and various forms of criticism. Approval, for instance, is „I concur with Baker in considering ...“ (Crombie (1802) on Baker (1724)), whereas an example of criticism is „Mr. Cobbett has mistaken the real causes of defective arrangement“ (Doherty (1841) on Cobbett (1818)). We will show different and changing attitudes towards other grammarians, and discuss substantial implications for the development of the genre.

The network of references will further reveal paradigm shifts in grammar writing, indicating particularly the rise of descriptive grammars after the predominance of prescriptivism and critically reflecting on what is often called ‚prescriptive‘ and ‚descriptive‘.
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Patterns of lexico-grammatical variability and innovation in idioms across varieties of English

Research in Cognitive Sociolinguistics (e.g. Geeraerts et al. 2010) and Cultural Linguistics (Sharifan 2015) has highlighted the importance of cultural background knowledge and underlying cultural conceptualizations for the interpretation of lexis and phraseology in varieties of English (see also Wolf & Polzenhagen 2009). In this context, this paper discusses the culture-specificity of the use of figurative language in varieties of English. Idioms as a special type of figurative language are understood as being conceptually motivated by underlying metaphorical mappings, also reflecting the nexus of language and culture (e.g. Gibbs 2007, Kövecses 2005). Generally speak-
ing, when compared to the field of lexico-grammar, there is relatively little research on idiomatic phraseology and figurative language use in varieties of English (see e.g. Platt et al. (1984: 107-110) for a brief overview and numerous examples of the development of idioms in several new Englishes, and the work by Skandera (2003) and others on African Englishes). However, Schneider (2007: 46; 86) highlights the importance of idioms for the description and study of patterns of nativization in new Englishes, arguing that collocational preferences and idiomatic phraseology are extremely characteristic of new Englishes and indicate structural nativization on the lexical level.

On the basis of large web corpora of varieties of English (e.g. Davies 2013), the paper examines the lexico-grammatical and conceptual variability of selected idiomatic expressions related to the source domains FOOD and EATING to answer two research questions: 1) Is there evidence for the lexico-grammatical and conceptual variability of certain idioms across varieties of English? 2) Can (emerging) idioms be taken as culture- and variety-specific “linguistic markers” of certain new Englishes? The results show patterns of lexico-grammatical variation and innovation of idioms in (West) African Englishes and confirm previous research that points towards the high salience and frequency of food and related concepts of eating as source domains in idioms and, more generally, conceptual metaphorical mappings in West African cultures (Wolf and Polzenhagen 2007a, 2007b). The paper concludes that food and eating as source domains seem fruitful points of departure for further studies on culture- and variety-specific “linguistic markers” across varieties of English.
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Non-inversion after þa in Old English prose: a corpus study

The Old English adverb þa, when placed in the clause-initial position, as in (1), causes regular inversion of all subject types, including personal pronouns, which in other contexts generally stay non-inverted.

(1) þa ge-met e he sceadan
then met he robbers
‘... then he met robbers...’ (ÆLS 31.151) (after Pintzuk 1999: 91)

Thus, þa belongs to a very limited set of elements, referred to as ‘operators’ in generative studies of OE syntax (Ringe & Taylor 2014: 400), which cause inversion of pronominal subjects (Fischer et al. 2000; Haeberli 2002; Pintzuk 1999; Kroch & Taylor 1997). Nonetheless, non-inversion after þa is reported to take place in some specific syntactic contexts. As noticed by Mitchell, “[c]lauses in which þa or þonne follows conjunctions like ac, forðæm, and ond, or interjections like efne and hwæt, must be considered separately, because of the possible influence of these words on the element order” (Mitchell 1985: §2547, fn. 95). What is more, non-inversion after þa is said to be common when þa is combined with some other clause-initial element (Koopman 1998; Allen 1995: 36), e.g. þa sona (‘immediately then’).

More recent corpus-based studies confirm that the VS pattern is in general relatively infrequent in conjunct clauses (i.e. main clauses introduced by the coordinating conjunctions ond and ac) (Bech 2016) and in main clauses preceded by the interjection hwæt (Walkden 2013; Cichosz (forthcoming)), as in (2) and (3) where þa is immediately followed by the subject.

(2) & ða Drihten eowre spræca gehyrde
and then Lord your speech heard
‘And then the Lord heard your speech’ (cootest,Deut:1.34.4495)
However, alternative patterns as in (4) and (5) also exist and so far there has been no comprehensive corpus-based investigation of the contexts in which there is variation between the patterns \( \text{\textipa{þa}} \)-SV and \( \text{\textipa{þa}} \)-VS in OE prose.

\begin{quote}
(4) \textit{Hwæt \ êa asprang micel oga on eallum ðam folce}
\end{quote}

\begin{quote}
‘What then there was great fear among all the people’ (cocatham1, \( \text{ÆCHom}_1 \_33:459.13.6562 \))
\end{quote}

\begin{quote}
(5) \text{and \ êa comon his leorningenihtas}
\end{quote}

\begin{quote}
‘And then his disciples came’ (coaelhom, \( \text{ÆHom}_5:205.806 \))
\end{quote}

This study, based on the York-Toronto-Helsinki Parsed Corpus of Old English Prose (YCOE) (Taylor et al. 2003), searched by means of the CorpusSearch 2 application (Randall et al. 2005-2013), aims to identify all the contexts in which \( \text{\textipa{þa}} \) does not cause regular SV inversion, check the frequency of the alternative patterns as in (4) and (5) (which, as preliminary results show, are very well-attested), and uncover the factors underlying this variation. The ultimate goal of the study is to deepen our knowledge of the OE V-2 phenomenon by establishing the reason(s) why \( \text{\textipa{þa}} \) behaves in a different way on its own and when accompanied by other, mostly extra-clausal elements such as coordinating conjunctions and interjections, which by definition should play “no part in the syntax of the sentence” (Mitchell 1985: §1234).
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Various intensifier studies (e.g. Ito & Tagliamonte 2003, Tagliamonte 2008) have noted the dominance of very few forms. If one checks downtoners in the Old Bailey Corpus (OBC 2.0), comprising ca. 24 million words spoken in a courtroom context in the period 1720-1913, it turns out that little is by far the most frequent downtoner (with the exception of the multifunctional intensifier quite) with around 8,000 occurrences. Therefore this contribution will be entirely devoted to the structural and functional profile of (a) little in Late Modern English speech-related data (we will leave the other
downtoners for a later paper); this period and our source, OBC, have so far been largely neglected in intensifier and especially in downtoner studies.

The two downtoners little and a little can function as minimizer and diminisher respectively, and also in negative litotic contexts (Quirk et al. 1985: 598, Bolinger 1972: 131, 234). Stoffel (1901: 131) further mentions the variant a leetle with emphasized long vowel to express “the very smallest degree”. Partly depending on the forms (+/- article), they can modify nouns, adjectives, and verbs, but with certain restrictions, such as little mostly with comparatives/past participles and mental verbs (Bolinger 1972: 50f). (A) little may have quantity/frequency/duration and diminutive meanings, which need to be distinguished from the degree meaning most relevant here; this partly goes together with different syntactic uses and positions (e.g. emphatic front position and inversion). Modern little seems to be more open than other types to being itself intensified. We therefore seek to answer the following questions:

- What are the targets that speakers in the courtroom modify by using (a) little (nouns, verbs, adjectives, potentially even adverbs)? Are the restrictions noted for modern usage already in evidence or emerging?
- How do the modification patterns correlate with the different meanings and (pragmatic) functions? In which syntactic contexts are degree meanings most prominent?
- What are the distributions of the degree forms across various types of speakers with regard to speakers’ social (e.g. gender and rank) and functional (e.g. judge, witness) roles? Which are the most innovative/conservative types of users in sociolinguistic respects?

Comparisons will also be drawn to the results of our previous work on a bit (Claridge & Kytö 2014), whose uses partly overlap with a little but which is a younger form. It may be assumed that (a) little is, in comparison, more established in the degree function.
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Successful and unsuccessful language features of L2 group oral academic tutorial discussion: A learner corpus approach to language assessment.

In ESL contexts where English is the medium of tertiary instruction (as in Hong Kong), mastery of a range of rhetorical and interactional strategies in L2 English is required for successful English for Academic Purposes (EAP) discourse, with competence required of a variety of register-appropriate meta-linguistic stance devices used to ‘stamp their personal authority or beliefs onto their arguments’ (Hyland 2016:247), alongside clear, fluent L2 production. However, due to the time spent preparing for examinations in a ‘competitive exam-oriented system’ (Kennedy 2002:439), freshman undergraduates have had little opportunity to develop competence in oral academic engagement (Hyland 2016).

In response, the use of peer-to-peer / group oral L2 EAP assessments over the use of one-on-one oral interviews is now increasingly common. Yet qualitative studies (PRESENTER, submitted) have shown that raters vary widely in terms of their perception of successful group academic oral performance when grading. Learner corpora are now increasingly used for the purposes of language assessment (Taylor & Barker 2008; Callies & Götz 2015), yet few corpus-based studies have characterised how group oral EAP production is positively (or negatively) assessed by teacher raters. Such an enquiry would help unlock the ‘hidden curriculum’ that exists between which linguistic features are taught on an EAP course and the actual features that raters use to make grading decisions.

The overriding research question is:

Which linguistic features contribute the most to the perceived success of L2 learner performance in an L2 academic group oral assessment context?

In this paper, a corpus of 59, 20-25-minute long, 5-person group oral EAP assessments spanning 20 hours and 150,309 words of L1 Hong Kong L2 English learner was constructed. The data, graded by teacher-raters as between A to C grades using an in-house can-do scale for successful academic stance, interaction and comprehensibility, was annotated for grade, 22 error types, an exhaustive range of interactive and interpersonal metadiscourse (following Hyland 2005) and a range of temporal, prosodic, lexical and syntactic markers (or ‘fluencemes’) of (dis)fluency (following Götz 2013). The results suggest that successful, frequent use of metadiscourse (particularly engagement markers and topic shifts) is the primary indicator of raters’ positive evaluation of student performance in L2 academic tutorial discussion alongside temporal fluencemes (namely speech rate per minute). Identical repeats and errors of idiom / collocation are salient to raters’ negative appraisals, while other L2 errors and other individual prosodic (e.g. pauses), lexical (e.g. reformulations) and syntactic flu-
enemies (e.g. interrupted structures, dependent clauses) are less important to raters’ positive (or negative) evaluations.

The detailed cross-sectional data afforded via this kind of corpus analysis serves as quantitative evidence of the linguistic features involved in grading decisions across the rubric, which can (and should) be used in discussions of standardisation and moderation for the raters involved.
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The effect of grammatical contexts on the progressive vs. non-progressive alternation across World Englishes

This paper offers a multifactorial corpus-based analysis of progressive marking that contrasts native English (ENL) to two Asian Englishes (ESL) and Dutch English (EFL). Specifically, we model the constructional choices (progressive vs. non-progressive) across Englishes based on several linguistic predictors simultaneously and assess how
speakers’ linguistic choices are influenced by the combined effects of their native language and different writing contexts (i.e. genre). Although a number of linguistic factors are known to influence progressive marking, previous research investigated these factors in relation to the progressive by itself rather than (i) comparing the impact those factors may have on the progressive vs. non-progressive alternation and (ii) assessing how several factors determine, simultaneously, speakers’ constructional choices. Further, the lack of EFL multi-genre corpora so far prevented the exploration of genre effects in progressive usage. However, the recently compiled multi-genre Corpus of Dutch English (NL-CE) goes some way to filling this gap. Based on 6,183 progressive and non-progressive verbs constructions from five comparable corpora (the Great Britain, USA, India and Singapore sections of the International Corpus of English, and the NL-CE), across seven genres and annotated for tense, modality, semantic domain, voice, genre and variety, we ran a logistic regression analysis to determine which factors cause different English speaking populations to differ in their constructional choices and in which specific writing contexts. The model correctly predicts speakers’ choices relatively strongly ($C=0.82$) and all predictors were significant. Overall, semantic domains emerge as contextual features that influence writers’ constructional choices regardless of their English variety and their written genre. Specifically, Existence verbs, Aspect-Causative verbs and verbs denoting a mental process most significantly influence writers’ choices. Because those domains transcend varieties and genres, they emerge as core determining factors in writers’ constructional choices. In addition, genre effects are stronger than variety effects: while the latter are limited to the TENSE.MODALITY factor, with GENRE, significant variation occurs with AKTIONSART, TENSE.MODALITY and VOICE. Interestingly, although both VARIETY and GENRE lead to significant variation, their combined effects does not yield any deviant usage pattern; so those two different types of effects should not be assimilated. In the context of the ENL-ESL-EFL continuum, these results support the recent trend to explore the fuzzy boundaries of ESL and EFL in progressive marking (Hundt & Vogel 2011, Meriläinen et al. in print) in that American and Dutch Englishes yield similarities while ESL and Dutch English remain distinct. Finally, while Meriläinen et al. (in print) propose substrate transfer as the most likely explanation for the variation found between ENLs and ESLs, such variation is not found when the focus shifts to grammatical conditioning. Therefore, substrate transfer may not be a suitable explanation for the constructional choices witnessed in this study; rather, our results point towards universality of the progressive vs. non-progressive alternation in the ENL-ESL-EFL continuum. In that respect, our results support Sharma’s (2009) view that a close scrutiny of the semantic and grammatical conditioning of the progressive is necessary in order to eliminate substrate/transfer effects and to ascertain its universality.
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**Go (and) look at register distribution on both sides of the pond: usage difference between go-V and go-and-V in British vs American English**

Go-and-V and go-V is a pair of rather similar double-verb constructions¹[1]:

1. *Go and get* a plate for your dad. (BNC, Spoken, KB9, S_conv)  
2. *Let’s go see* a movie. (COCA, FIC, FantasySciFi)

There is some debate about whether the latter developed from the former (cf. e.g. Zwicky 1969; Shopen 1971; Carden & Pesetzky 1977; Wulff 2006; Nicolle 2007, 2009), or whether go-V rather originated from two consecutive imperatives (cf. e.g. Visser 1969; Pullum 1990:236; Bachmann 2015). The interpretation that go-V and go-and-V are synonymous has been rejected, however how they differ is not established. For instance, Wulff found that go-and-V and go-V differ semantically: the former “gains an event-like interpretation”, while the latter “is inherently atelic” (2006: 121). According to Nicolle (2007, 2009), though, go-V grammaticalised from go-and-V and now differs from it by signalling subjective construal (cf. Langacker 1999:149), following the “tendency in many grammaticalized constructions towards increased subjectivity”

¹ ’Construction’ is employed following Goldberg (2006: 5). V signifies a slot in the construction into which a verb is inserted.
Bachmann (2015) provides evidence from novels and short stories in the COHA suggesting *go-and-V* to be chiefly used in infinitival contexts throughout the last two centuries, while *go-V* expanded from imperative constructions to infinitival ones. Finally, Flach (2015, 2017) provides corpus analyses demonstrating that both constructions in both varieties essentially always serve the same set of broadly hortatory functions (e.g., suggestions, requests, commands, encouragements, intentions, etc.), the difference being merely “a less salient hortatory element” (Flach 2015: 248) in *go-and-V* as compared to *go-V*. These diverging interpretations call for a register analysis to shed more light on the issue.

Turning to intervarietal distribution, Eastwood (2005: 147) asserts that *go-V* is the American variant of the British *go-and-V* construction, which Wulff (2006: 102) rejects on the basis of 454 *go-V* tokens she found in the BNC².[2] Synchronic (Mittmann 2004: 120-121) and diachronic (Bachmann 2015) corpus-analyses reveal that *go-V* is indeed preferred over *go-and-V* in American English (AE), while British English’s (BE) preference is reversed. Despite these advances, the dissimilar distribution and function(s) of this pair of constructions in the two major varieties of English and their registers remains unascertained.

The present paper aims to bridge this gap with a contrastive study of BE and AE, comparing the frequencies of the two constructions in the subsections of the BYU-BNC and the COCA. It also reappraises the aforementioned conflicting interpretations (cf. Wulff 2006; Nicolle 2009; Bachmann 2015) by supplementing them with register analyses: distinctive collexeme analyses (Gries & Stefanowitsch 2004) elucidate which different collexemes are attracted to/repelled by the V-slot in the two constructions in the different registers of the two varieties, providing a more fine-grained picture regarding differences and overlaps in function(s) and usage preference.

Preliminary results corroborate previous research, showing that the two most strongly attracted collexemes are *get* and *see* in both varieties and both constructions. However, most AE instances obtain from fiction, whereas most BE instances occur in speech, suggesting that the two constructions display not only different ratios in BE and AE, but also may serve a different set of functions in the two varieties, reflected in different frequencies and distinctive collexemes across registers and varieties.

**References**


² Wulff (2006) does not specify which BNC-version she used.


* * *
Variation, Loss and Renewal: P-Elements as Transitivizers and Transitivity Enhancers

While morphophonological marking of transitivity was lost in the transition from Old English to Middle English (cf. García García 2012), leading to the so-called “floating transitivity of English verbs” (Jespersen 1927: 319) and a high amount of labile verbs, later stages of English held on to morphosyntactic means to augment a verb’s argument structure, thereby enhancing its transitivity. Three strategies have emerged in this context, which have been affected by variation, loss and renewal to differing degrees, and all of which concern transitivizing elements such as (traditional) prefixes, particles/prepositions, henceforth P-elements (cf. e.g. Jackendoff 1973, den Dikken 1995, Svenonius 2003). The first of these strategies, which involves only affixal P-elements, such as the transitivizing prefix be- (1a), vanished eventually, with a last heyday of be-derivatives in Early Modern English (1b & 1c):

(1) a. Þu ellþeodig usic woldest on þisse folcsceare facne besyrwan, synnum be smitan [DOE]
   you foreign us wanted in this nation treachery.INST be-deceive, sins.INST be-smear
   b. ‘Twere a good deed, to..besnowball him with rotten egges. [OED]
   c. Her old Lover ... was ready to bepisse himselfe for feare. [EEPf]

Conversely, the second employs both the prefix and the post-verbal particle, such as Old English and Middle English of- in (2) and (3):

(2) a. & slog aldormonnes esne & ofcearf his earlipprica. [DOE]
   & slew nobleman.GEN slave & off-carved his earlobes
   b. & cearf of heora handa & heora nosa. [DOE]
   & carved off their hands & their noses

(3) a. Lady, thy sleve thou shalte of-shere [MED]
   b. so huge A stroke geuyng hym was tho That quite clene the arme share off throughtly. [MED]

A third strategy emerged in analogy to the aforementioned post-verbal particle variant, exclusively coming as such and lacking a prefixed counterpart in Present-day
English, e.g. off and away, which transitivize canonically intransitive verbs such as sleep and whisper (4a,b):

(4) a. The Sleeping Beauty diet, where you’re heavily sedated and you sleep off the pounds for several days. [COCA]

b. Some of her happiest memories were of working side by side with Michael O’Toole and listening to him whistle the chore away. [COCA]

Against this backdrop, our paper empirically investigates the diachronic trajectories of morphosyntactically complex transitive verbs consisting of a verbal element and a transitivizing P-element. Our corpus-based study, with a focus on be-, off and away, is of interest for three reasons: first, the empirical investigation of the transitivizing strategies (1) – (4) reveals diachronic persistence of the morphosyntactic means employed to induce/enhance transitivity. Second, the diachrony of P-elements as transitivizers is reminiscent of cyclic change, with the particle construction progressively increasing its productivity (see e.g. Cappelle 2007) and the prefix variant recently staging a humble comeback (see also Diemer 2014). Last, but not least, the prosodic, lexical and/or syntactic constraints that, diachronically, regulate the realization of the P-element as prefix or particle, and if the latter, in verb-(non)adjacent position (cf. e.g., den Dikken 1995, Elenbaas 2007, Los et al. 2012, Thim 2012)
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**The use of general academic and discipline-specific corpora for research writing: introducing data-driven learning to PhD students in Hong Kong**

There is no doubt that the advent of electronic corpora has revolutionised many areas of linguistic research, including applied disciplines such as language teaching, reference publishing, machine translation, and speech recognition. In language teaching, the use of corpora is no longer restricted to researchers and teachers; in the past 30 years or so there has been a growing research trend of investigating the direct use of corpora by language learners, referred to as data-driven learning (DDL, [Johns, 1991]). Indeed, Boulton and Cobb’s (2017) comprehensive review identified more than 100 studies reporting on DDL endeavours to date. Notable DDL courses reported on in the field of academic writing include Lee and Swales’s (2006) DDL course for a small group of doctoral students at the University of Michigan; the corpus-assisted academic writing course run by Maggie Charles (2007, 2010, 2012, 2015) at Oxford University; similar courses run by Viviana Cortes (2014) for several years at Georgia University; and a course run by Lynne Flowerdew (2015) at the Hong Kong University of Science and Technology. Most of these interventions, however, were small-scale operations,
often in experimental conditions (Boulton & Wilhelm 2006; Leńko-Szymańska & Boulton 2015) and the DDL approach has not been widely disseminated in mainstream language pedagogy. As Leech (1997: 2) pointed out nearly 20 years ago, the “trickle down” effect from research to teaching may be slower than expected.

This paper reports on a territory-wide project in Hong Kong that aimed to disseminate the DDL approach among postgraduate research students (MPhil and PhD) to facilitate research writing. A half-day workshop was delivered more than 20 times at six of the eight government-funded Hong Kong universities. In total, nearly 500 students attended the workshop, accounting for 6.7% of the research degree community in Hong Kong (n =7,097, based on the 2015/16 enrolment information provided on the official website of the University Grants Committee, an advisory body for the government responsible for determining the funding of academic programmes in the eight universities). The workshop, which consisted of three parts, introduced different types of corpora to the students. In Part 1, students learned how to use the academic component of the BNCweb corpus to polish their writing at both lexico-grammatical and discourse levels. During Part 2, they were introduced to a discipline- and section-specific corpus (including seven sub-corpora) of research articles with AntConc (Laurence 2016). Adopting the genre- and corpus-based dual approach (Charles, 2007; L. Flowerdew 2005, 2009, 2015), students analysed the discourse moves of certain sections of research articles and their linguistic realisations. In Part 3, the final part, students went through the process of creating their own personal corpora under the teacher’s guidance. Selected activities from the workshop will be demonstrated during the presentation.

Results from the post-workshop survey show that the great majority of the students were not familiar with corpora or DDL before attending the workshops, and they greatly appreciated the value of this new approach. Their evaluation of the workshops will be presented and discussed. The findings from this project may shed further lights on the value and feasibility of spreading the DDL approach in institutions at research degree level.
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**A corpus-based approach to the expression of subjectivity in L2 spoken English: The case of ‘I + verb’ construction**

Subjectivity in language refers to how speakers express “their perceptions, feelings and opinions in discourse” (Scheibmann 2002) and to the linguistic features and structures that enable “self-expression in the use of language” (Lyons 1994; Benveniste, 1958). The expression of subjectivity is an important component of pragmatic ability as it is closely related to how speakers communicate politeness (e.g. boosting or downplaying one’s involvement) or their stance in interaction (Reilly et al. 2005).
In order to contribute to our understanding of how spoken, interactive production develops in learner language, the paper investigates the expression of speaker’s subjective involvement in the ‘I + verb’ construction in spoken production of L2 English by speakers of different levels of English proficiency. In particular, it focuses on two prominent lexical categories of verbs (Biber et al. 1999; Scheibman 2002; Levin 1993) that occur in this construction – emotive (e.g. love, need, wish) and cognitive/epistemic (e.g. believe, think, suppose) verbs.

The study uses the Trinity Lancaster Corpus (TLC) of spoken L2 production (Gablasova et al. 2015) based on examinations of spoken English conducted by Trinity College London (a major examination board). L1 Spanish and Italian speakers aged over 20 years (to control for the effect of cognitive maturity on expressions of subjectivity) were selected from the TLC to represent three proficiency levels of the Common European Framework of Reference: B1 (183 speakers), B2 (170 speakers) and C1/C2 (102 speakers). All speakers participated in two interactive speaking tasks (conversations) which together lasted approximately 10 minutes. Using MonoConc Pro (Barlow 2004), all ‘I + verb’ constructions in speakers’ production were identified and the verbs in these constructions were categorised as emotive, cognitive or other (e.g. material, auxiliary) verbs (e.g. Biber et al. 1999; Scheibman 2002). The ANOVA was used to compare the frequency of each verb category across the three proficiency bands.

The findings show a very clear and statistically significant trend in the use of the ‘I+ verb’ construction. With the increase in proficiency the frequency of emotive verbs decreased while the frequency of the epistemic verbs increased considerably. The study also identified the most frequent cognitive and emotive verbs and the trends in their use according to the proficiency level of L2 users. The study contributes to a larger discussion of the effect of lexico-grammatical competence on the development of pragmatic competence (e.g. Schauer 2013; Kasper & Rose 2002) and discusses the findings from the perspective of second language pragmatic ability.
How long is it from the antecedent to the ellipsis site?
Lexical/syntactic distance in English ellipsis

This study, as part of a completed larger project on ellipsis, undertakes a corpus-based analysis of lexical (in number of words) and syntactic distance (in number of clauses) between the antecedent clause(s) and the ellipsis site in examples of Post-Auxiliary Ellipsis (PAE henceforth) in English, using data from the PennParsed Corpus of Modern British English. The term PAE (Sag 1976; Warner 1993; Miller 2011; Miller and Pullum 2014) covers those cases in which a Verb Phrase (VP), Prepositional Phrase (PP), Noun Phrase (NP), Adjective Phrase (AP) or Adverbial Phrase (AdP) is omitted after one of the following licensors (those elements that permit the occurrence of ellipsis): modal auxiliaries, auxiliaries be, have and do, and the infinitival marker to (the latter believed to be a defective non-finite auxiliary verb; see Miller and Pullum 2014). This study focuses on two subtypes of PAE, namely VP ellipsis (VPE henceforth) and Pseudogapping (PG henceforth), illustrated below:

(1) I have written a squib but I think that Mary hasn’t. (VPE: lexical distance: 6 words; syntactic distance: 1 clause)
(2) John is talkative but Sara is not. (VPE: lexical distance: 4; syntactic distance: 0)
(3) John kissed Sarah, and Mary did Paul. (PG: lexical distance: 4; syntactic distance: 0)

In line with the few studies which have approached this research question from an empirical perspective (Hardt 1990; Hardt and Rambow 2001; Nielsen 2005; Martin and McElree 2008), in this investigation I tackled ellipsis distance by bringing new data retrieved from a larger textually balanced electronic collection of texts. The analysis has revealed that most instances of PG occur in contexts where the antecedent is contained within the same sentence, the target of ellipsis appears in a different clause, there are no intervening clauses and, in addition, the lexical distance ranges from 0-10 words. Regarding VPE, in the vast majority of the examples the lexical distance is lower, i.e. 0-5 words. VPE differs from PG with respect to the most frequent type of boundedness established: the antecedent and the ellipsis site may either appear in different sentences or within the same sentence and in a different clause (with no intervening clauses) respectively. These data confirm that VPE has more local lexical/syntactic scope than PG since the distance metrics are shorter in the former. In addition, the results for PG corroborate Levin’s (1986) findings, as PG disfavours those syntactic contexts where the pseudogapped clause is embedded. It has also been found that Hardt’s (1993) hypothesis stating that lexical distance is higher in cases where the antecedent and the ellipsis site appear in different sentences is not confirmed in PG. The higher the lexical distance, the fewer instances of PG are found where the antecedent
and the ellipsis site occur in different sentences. In contrast, Hardt’s (1993) hypothesis for VPE is confirmed: if lexical distance increases, the antecedent and the ellipsis site occur in different sentences in the vast majority of cases. Finally, after checking the interaction of lexical and syntactic distance, it has been found that the higher the lexical distance, the higher the syntactic distance in both PAE constructions.
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Corpora of emails open up exciting avenues of research into speech acts, specialised discourses, gendered language, and social interaction in professional environments, inter alia (De Felice 2013). However, despite email’s importance and near-ubiquity over two decades, there are remarkably few publicly available email corpora. It thus behooves us to take advantage of exceptional events such as the release into the public domain of email databases, as with the Enron emails (Klimt and Yang 2004), and now Hillary Clinton’s emails from her tenure as Secretary of State (US Department of State 2016). This talk presents (a) a project currently underway to turn these last into an orderly, easily searchable, publicly available corpus, and (b) the results of the first linguistic study to be carried out on this data.

Such email databases are treasure troves in several respects. Besides providing large amounts of email data (the Clinton database includes over 30,000 messages), they are rich examples of high-stakes decision-making in professional environments. In the present case, there is another reason for interest: Clinton unexpectedly lost the 2016 US presidential election, one of the few scandals to plague her campaign being her use of a private email server while Secretary of State. Despite the forced release of these emails, mistrust of Secretary Clinton’s actions remained a serious problem. This project is designed to facilitate access to this historically important data by linguists and researchers in other fields.

Nevertheless, to reach that point, there are many technical challenges to overcome. The data has been released as unordered PDF files with multiple layers of metadata and featuring many redactions, making data extraction difficult. Further, the medium of email itself presents challenges such as threading (with duplicate text), boilerplate text, attachments, and multiple classes of recipients. As we work to resolve these issues, our current research focuses on a 500-email subcorpus.

The talk has two aims. The first is to describe the compilation of the corpus and discuss the more interesting aspects of the process, such as how to deal with redactions, which technical aspects of the messages to preserve, and how to determine and record the relationships between participants. The second is to present the results of a study on the 500-email subcorpus, in which we make use of the extensive background information available about the interlocutors and their relationships to each other to compare the communicative patterns in evidence across variables such as gender, hierarchical level and in-group/out-group. Specifically, we test Gilbert’s (2012) claim
that at work, email is the performance of power and hierarchy, by focusing on communication (a) between members of the inner circle of the State Department and (b) between these and individuals outside the organization. The results indicate that a complex interaction of factors beyond hierarchy determines linguistic choices such as directness and informality, showing this corpus to be a unique and valuable lens through which to catch a glimpse of world leaders in action.

References

Sandra Götz
Justus Liebig University Giessen
Sandra.Goetz@anglistik.uni-giessen.de

Non-canonical Syntax in Varieties of English in the Indo-Pacific: A Corpus-Based Study on Fronting in South-Asian Englishes

Apart from Indian English (IndE), which constitutes the largest institutionalized second-language variety of English worldwide, English also fulfills important, yet varying, roles in India’s neighboring countries Bangladesh (BgE), Nepal (NpE) and Pakistan (PkE), as well as in Sri Lanka (SLE) and the Maldives (MdE).

Previous corpus-based studies describing similarities and differences across South Asian Varieties of English (SAVEs) have mainly focused on the description of nativization processes on the lexicogrammatical level, for example in the areas of particle verbs (Schneider 2004), article use (Sand 2004) or collostructions (Mukherjee & Gries 2009; Gries & Mukherjee 2010). Previous corpus-based and quantitative studies describing syntactic aspects of SAVEs have rarely been undertaken, however, two laudable exceptions being Lange (2012), who describes in detail the (non-canonical) syntax of spoken Indian English and Winkle (2015), who compares eight spoken ENL and ESL varieties. Both studies found a particularly high frequency of fronted elements in
spoken Indian English. However, to the best of my knowledge, there has not been a study investigating systematically the parallels and disparities of syntactic patterns in different SAVEs and British English. Against this background, the present paper aims to close this research gap by taking into account fronting as a non-canonical syntactic structure in order to test 1) if fronting is a typically Indian English feature or rather a pan-South-Asian one, 2) if there are differences in form and frequency of fronted elements across different SAVEs, 3) if previous findings for spoken data (e.g. Lange 2012; Winkle 2015) also figure in written data, and 4) if the emergent structures can be explained by various linguistic and non-linguistic factors (e.g. length or syntactic complexity of the arguments, information status or “evolutionary status” (Schneider 2003) of the variety in question, etc.).

The data analysis is based on the SAVE (South Asian Varieties of English; cf. Bernaisch et al. 2011) corpus, a collection of texts representing acrolectal newspaper English which amounts to 6 x 3 million words (2 subcorpora at 1.5m words each) per variety. In the present paper, I would like to present the findings of study based on 1,000 sentences per variety that were manually parsed and the sentence-initial elements were annotated for several explanatory variables (e.g. LENGTH OF ELEMENT, INFORMATION STATUS (given/new), VARIETY, EVOLUTIONARY STATUS, etc.). Methodologically, I apply multifactorial regression analyses (cf. Gries 2013) in order to test for variety-specific as well as universal features of fronting in SAVEs. The results of these analyses yield some interesting findings: While it is clearly visible that a constituent is more likely to be fronted when the information is given regardless of variety (cf. also Birner & Ward 1998; Winkle 2015), there are also clear variety-specific differences between IndE, PkE, SLE and BdE on the one hand (showing a generally higher frequency of object fronting), and BrE, MdE and NpE on the other (with a higher frequency of fronted adjuncts). These findings, among others, will be discussed with regard to their implications on the norm-providing potential of SAVE as well as on the role of Indian English as a possible linguistic epicenter in South Asia.
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Historical corpora which have been generated via optical character recognition (OCR) rather than reliable-but-laborious rekeying are well-known to contain “messy/noisy” data. The OCR causes a greater or lesser number of errors, whose existence poses problems for corpus analysis in terms of (a) reduced query recall and (b) a word-type’s true frequency being spread across multiple (apparent, spurious) types.

A known error rate can be allowed for in interpreting results. But the extent of OCR errors in a given corpus is often not known. Historical newspaper collections, in particular, display highly heterogeneous OCR error rates, which may vary within a single document between pages/articles, between issues of one newspaper over time, and between different newspaper titles in an archive. Accurately measuring error rates can only be done by comparison to a hand-corrected gold-standard; but for sizeable collections such a gold-standard can be constructed for only small samples, and assembling a representative sample is problematised by the exact heterogeneity at issue.

Thus, OCR error rates are typically estimated by approximations, e.g. counting any token not found in a reference lexicon as an error. But this necessitates an appropriate lexicon. Moving back in history, the match between our readily accessible or creat-able large lexicons and the corpora under study declines in terms of both genre and historical variety. Moreover, for many purposes we wish also to address newspaper archives in other languages than just English, amplifying this practical problem.

To characterise OCR “messiness” in historical newspaper corpora we begin with the observation that OCR errors typically generate far more *hapax legomena* than
would a non-OCR’d corpus, e.g. the London Times archives for 1900-1909 and 1980-1989 are both ~540MW in extent, but the former has 41 million types, the non-OCR’d latter 16 million. More elaborate quantitative models, including but not only those based upon Zipf’s law (Baayen 2001:13-32), can formalise such observations regarding type/hapax counts. However, models positing overall parameters for a whole corpus do not permit taking account of this data’s known heterogeneity.

If a graph is constructed of number of tokens observed versus count of types at intervals (say, every 10,000 tokens) a curve characteristic of lexical growth over the span of a given corpus emerges (see Baroni 2008:818-819). Such curves preserve corpus proximity and sequence, allowing observation by eye of progressively changing wordform profusity.

This data-visualisation technique has been applied in e.g. McEnery and Wilson’s (1996/2001:173-180) study of sublanguages, whose closed lexicons create abnormally flattened curves – whereas curves for historical OCR data imply the expected abnormally open behaviour. Visual comparison of lexical growth curves among historical collections, or to modern corpora, therefore generates a good impression of the relative extent of OCR noise, and thus some estimate of how much such noise will impede analysis.

Since this method requires no reference lexicon, we can also compare OCR error incidence between collections in English and in other languages. Moreover, we can observe the effects of larger-scale heterogeneity across a corpus. This technique has been implemented within the corpus-analysis software CQPweb (Hardie 2012).
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The British National Corpus Revisited: Developing parameters for Written BNC2014.

The Centre for Corpus Approaches to Social Science (CASS) at Lancaster University and Cambridge University Press are collaborating on the creation of a new, publicly accessible corpus of contemporary written British English: Written BNC2014, which together with the in-progress Spoken corpus will complete the BNC2014 initiative. This initiative aims to create a new, up-to-date corpus along the lines of the British National Corpus (BNC 1994), constructed in the early 1990s. The Written BNC1994 continues to be used even now as a proxy for contemporary British English, despite being 20 years old; a new standard, broad-coverage, widely-available corpus is needed to allow the same kind of research fostered by the Written BNC1994 to generate results that are truly representative of contemporary British English.

This presentation firstly discusses the rationale for the Written BNC2014 project. With extremely large web-crawled corpora now becoming commonplace in corpus linguistics, the question might well be asked why a new, 100 million word corpus of Written British English needs to be created. I will argue that there exist many benefits of a smaller, ‘hand-made’ corpus. These benefits include, but are not limited to, inclusion of data which it is not possible, or at least not straightforward, to access via a web-crawl (e.g. published books); greater certainty and control over whether the texts included in the corpus truly represent British English; and the ability to ensure that data from a wide spread of genres has been collected.

The second part of the presentation introduces the corpus construction project and provides a progress report. I will cover, first, the decisions made in the development of the corpus’s composition scheme, and in particular, the divisive issue of whether the corpus design should prioritise representativeness (of contemporary language) or comparability (with the 1994 corpus). To aim for ‘representativeness’ would mean trying to make the corpus, as far as is possible, representative of contemporary Written British English regardless of how this would match up with Written BNC1994. Aiming for ‘comparability’ would mean collecting data which lines up exactly with what was included in Written BNC1994, allowing for direct diachronic comparison. We reconcile these two approaches by treating the second as a subset of the first; the corpus will aim to represent contemporary language (e.g. by including ‘e-language’ genres whose prevalence postdates BNC1994), but a sub-corpus will be defined which is comparable with Written BNC1994. Finally, I will present the decisions which have been made regarding the collection of the texts, along with the sampling frame designed to guide text collection for the corpus. The estimated release date for the corpus is third quarter 2018.
A corpus-linguistic account of the history of the genitive alternation in Singapore English: evidence for the transition from nativisation to endonormativity?

Singapore English is an English-as-a-second-language (ESL) variety which has progressed substantially along the evolutionary cline and – having completed the stage of nativisation around the 1970s – is currently in the phase of endonormative stabilisation. This procedural emancipation from the historical input variety British English is constituted by a complex interplay of changing attitudes towards (local) varieties of English, historically varying functional profiles of contexts of use and structural diversification of the language itself. While laudable exceptions exist, particularly this latter historical process of continuous structural diversification in outer-circle varieties has so far rather been assumed to have occurred due to present-day differences between the structures of British English and ESL varieties than empirically validated.

Thus, the focus of the present paper is the diachronic development of the genitive alternation, i.e. the of-genitive (as in the food of the dog) and the s-genitive (as in the dog’s food), in Singapore English. While earlier research has produced partly diachronic accounts of genitive variability also focusing on Asian Englishes from a contemporary perspective, the diachronic development of the genitive has so far not been studied in ESL contexts. The data are several thousand data points from a stratified sample of both genitives from comparable sections of the Corpus of Historical Singapore English and the Singaporean component of the International Corpus of English (ICE) covering written Singapore English texts from several genres from the 1950s, 1960s and 1990s. The corresponding texts from the British ICE component from the 1990s serve as a present-day native-speaker reference. In accordance with earlier research, each genitive instance is annotated with phonetic (e.g. final sibilancy of possessor), semantic (e.g. animacy of possessor/possessum), syntactic (e.g. length of possessor/possessum) and pragmatic (e.g. discourse accessibility of possessor/possessum) variables.

Via Multifactorial Prediction and Deviation Analysis with Regression, we identify whether and how variable constraints of the genitive in Singapore English changed in the 40-year time span in comparison to present-day British English. As Singapore
English has been described to enter the phase of endonormative stabilisation in the 1970s, we expect a continuous structural emancipation to be reflected in a) a stronger structural divergence of the 1960s Singapore genitives from the 1990s genitives compared to that from the 1950s genitives, b) a historically increasing divergence between the genitive in Singapore and British English as well as c) a diachronically stable core of nouns strongly attracted by the genitive slots with an increasing number of nouns with weaker ties to the respective slots. Methodologically, this is the first MuPDAR study in which the differences between the BrE source variety and Singapore English are also statistically controlled for how BrE and Singapore English change in their own rights.
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Corpus evidence – collostructional analysis – ColloConstruction Grammar

Traditional valency analysis (VALBU 2004, VDE 2004) and related approaches such as Pattern Grammar (Hunston & Francis 2000) provide descriptions of the complementation of verbs, adjectives, nouns, etc. in terms of formal categories or patterns. Semantically, the various slots of the construction are generally characterized in terms of abstract semantic roles at different levels of abstraction – either in terms of low-level item-specific participant roles (Herbst 2014ab) or, as in Goldberg’s (1995, 2006) model of argument structure constructions, in terms of more general argument roles.

In this paper, I would like to apply the method of collostructional analysis (Stefanowitsch & Gries 2003, Gries & Stefanowitsch 2004ab) in the analysis of different slots in valency constructions of English verbs in order to explore the relations between different patterns of the same verbs. One of the issues to be discussed in this context is optionality: in traditional valency theory, a complement that can, but need not be realized is usually called an optional complement. Thus, you in sentence (1) below could be seen as an optional complement because the showee = person shown something does not have to be expressed, as in (2):

(1) Come on, I’ll show you the way. BNC ACB 2563
(2) The wind showed no signs of abating ... BNC GW3 1720
Within this line of thinking, one of the valency constructions of show could be described in the following way (the brackets indicating optionality):

NP shower V (NP showee) NP item shown

However, a collostructional analysis of the different uses of show in the BNC carried out with the help of treebank.info (Uhrig & Proisl 2012) reveals that the shower-slot and the item shown-slot have different collostructional profiles in divalent uses such as (1) and trivalent uses such as (2). It will be argued that this presents a strong argument for analysing (1) and (2) as representing two different valency constructions and an argument against the notion of optionality in the traditional sense.

Further cases to be investigated in this respect include a comparison of the collo-profiles of subjects and indirect objects in di- and trivalent uses of verbs such as earn as well as of the collo-profiles of active objects and passive subjects.

This paper thus aims to explore the idea of describing the slots of valency constructions in terms of so-called collo-profiles. If it can be shown that collo-profiles turn out to be of greater relevance to the description of syntactic patterns than abstractions in terms of semantic roles, then this allows far-reaching conclusions as to the mental representation of such constructions and provides evidence in favour of an exemplar-based model as proposed by Bybee (2010). In this respect, this paper is also an attempt to show how large-scale corpus analysis can provide valuable insights concerning the design of cognitive models of language.
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The syntagm *off of* can be interpreted in at least two different ways depending on the context. The sequence can be regarded either as a single unit, the complex preposition *off of*, or as a combination of the adverbial particle *off* and the preposition *of*. In some contexts, the adverbial particle + preposition interpretation is the only possibility, as in (1), but in many, or even most, instances in which the complex preposition reading is possible, the adverbial particle + preposition analysis is also conceivable (see examples (2)–(3) below).

(1) preventing also the falling *off of* the Hair or Feathers (EEBO, 1696)

The complex preposition *off of* is semantically redundant in the sense that the simple preposition *off* can be substituted for it in most cases. This is largely due to the fact that *off* and *of* derive historically from the same lexical item (*OED*: “off” and “of”), and the ‘away’, or ‘source’, sense is present in both words. The syntagm *off of* has several similarities to other adverbial particle + preposition sequences, such as
out of (Cappelle, 2001), but it also displays many unique features that merit further investigation.

In this paper, we present a corpus-based diachronic analysis of off of from the 1560s to the present day. Our data show that in the 1600s off of started to be used in different kinds of ambiguous contexts (Diewald, 2002) that allowed for a complex prepositional reading in addition to the adverbial particle + preposition one. Based on the data from the Early English Books Online Corpus (EEBO), we suggest that the use of off of in these ambiguous contexts led to its partial grammaticalization; only partial, because the ambiguity concerning the category of off has never been fully resolved (see Cappelle 2001: 324). Examples (2) and (3) from the EEBO Corpus illustrate how off of is used in two such contexts.

(2) the Hangman will take’em off of our hands (EEBO, 1689)
(3) a Borough-Town 12 Miles South of Kildare […], not far off of the Borders of Queens-County (EEBO, 1691)

Interestingly, recent data from the Corpus of Historical American English show that the frequency of off of has more than doubled from the 1980s to the 2000s: it is as frequently used now than in its heyday in the early 18th century. Data from the Corpus of Contemporary American English, on the other hand, show that off of is particularly frequent in spoken conversation in Present-day English, a result that is consistent with spoken discourse from the 17th and 18th centuries as represented in the Old Bailey Corpus. These results suggest that the low frequency of off of in many of the historical corpora may in part be due to editorial policies and prescriptivism related to the perception of off of as a non-standard (Hughes and Trudgill, 1979), lower-class (Fries, 1940, p. 127) or dialectal feature (Cheshire et al. 1993: p. 77; Vasko 2010).
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It is time that this (should) be studied across a broader range of Englishes: a global trip around subjunctives
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English has a choice between modal verb should and a present tense subjunctive verb in subordinate that-clauses following mandative expressions such as recommend, request or require. Previous research has found that the subjunctive variant has seen a revival in the twentieth-century (e.g. Övergaard 1995, Leech et al. 2009 or Hundt and Gardner, 2017). This change has been led by American English (AmE) while British English (BrE) is lagging considerably behind in this revival of a conservative grammatical construction, and varieties such as Australian (AusE) and New Zealand English (NZE) are somewhat more advanced (see Hundt 1998). Studies beyond the inner circle (i.e. varieties of English as a first language) are scarce and typically look at only one second-language variety of English, comparing its text frequency with the one found in first language varieties (e.g. Indian English in Sayder 1989 or Philippine English in Schneider 2011; Peters 2009 uses evidence from Singapore and the Philippines as well as four inner-circle Englishes). On the basis of the International Corpus of English and supplementary evidence from NOW, the paper compares a broad range of Englishes. The evidence shows that varieties which are geographically close to or historically related to AmE show the highest proportion of subjunctives in mandative contexts, whereas other Englishes mostly (with the exception of Australian and New Zealand English) are more conservative. The historical connection with BrE is also born out by the fact that the conservative varieties also occasionally use indicatives after a mandative trigger, a variant that is not attested in AmE. The verb be, on the other hand, continues to be a stronghold of the subjunctive across all WEs investigated. Preliminary evidence from NOW, moreover, indicates that BrE has been catching up with AmE,
whereas the periphrastic variant with *should* finds a stronghold in some post-colonial varieties, notably Indian and Pakistani English.
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**Emotives in screen-mediated communication: from punctuation to emojis and beyond**

Much of the punctuation in screen-mediated communication (via computers and cell-phones) follows off-line patterns, albeit with more frequent repetition and omission of punctuation in the screen-mediated context. At the same time, screen-mediated communication is widely recognized for giving birth to the emoticon (e.g. the ‘smiley,’ :) , :-), the ‘frownie,’ :-,( and the ‘winky,’ :-) ), a creative and innovative twist in the history of punctuation. This paper presents the results of a corpus-based, longitudinal
study of the distribution and function of emoticons and other typographical devices used to signal emotive cues in screen-mediated discourse. Following Jonsson (2015), emoticons are here regarded as instances of ‘emotives,’ as are certain emojis (minimal pictographs commonly realizing facial expressions, gestures and hearts).

Emotives are indicators of illocutionary force and chargers of evaluative, modal, attitudinal or affective meaning, typically found in written, screen-mediated texts produced for social interaction. Examples are emoticons, emojis, sentiment initialisms (e.g. *lol* for ‘laughing out loud’) and affection markers (such as *xx* for ‘kisses’). They are highly context-dependent, indicating the tone in which a message might be interpreted, or internalized prosodically (cf. Knox 2009, Zappavigna 2012, Vandergriff 2013), thus sharing the pragmatic function of punctuation. In line with Knox (2009) and Zappavigna (2012), I argue that emotives are part of an ongoing evolution in punctuation, imposed by the immediacy of on-screen communication, by which punctuation today performs more interpersonal functions, evolving from its original textual, discourse-organizing function.

The qualitative discussion offered in the paper is supported by quantitative, empirical data from corpora of 21st century English online and cellphone communication. Two corpora of pre-emoji written screen-mediated communication in English are investigated: the UCOW computer chat corpus, collected in 2002 and 2004 (Jonsson 2015), and the CorTxt corpus of SMS text messages, collected in 2004–2007 (Tagg 2009, 2012). The distribution and functions of emotives in the corpora are compared to a Twitter sample corpus collected in 2016, containing emojis.

In my presentation, I will elucidate the status of emotives in language, their relationship to punctuation, and to what degree they can be regarded as paralinguistic, prolinguistic, extralinguistic or linguistic, by answering the following questions:

- What is the nature and distribution of emotives across the corpora?
- How were the functions of emojis achieved in pre-emoji written screen-mediated communication, if at all?
- What are the functions of emotives, and are there non-emotive emojis?
- What are the linguistic implications of emotives and some predictions for their future?

Among my findings is a trajectory whereby emoticons have gradually been supplemented, but not supplanted, by sentiment initialisms, affection markers, and recently an array of emojis, suggesting that messages are increasingly imbued with interpersonal cues, following Knox (2009:162) reasoning that ‘[T]he trajectory of interpersonal punctuation […] begins with boundary marking, moves to punctuating speech function, and then to punctuating attitude and identity.’

In brief, the paper serves to shed light on contemporary developments in the pragmatics of punctuation, namely the evolvement of emotive, interpersonal functions.
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Describing collocation patterns in OCR data:
are MI and LL reliable?

The increasing availability of digitized historical material opens up promising av-
enues of research for scholars in the Humanities. However, much of this material
has been digitized using optical character recognition (OCR) procedures, which have
reportedly low levels of accuracy when used on historical material (e.g. Holley 2009).
For the British Library’s c19th newspapers collection (see Conboy 2009) for example,
Tanner et al. (2009, section 6) report an average word accuracy of 78%. Although
OCR correction procedures exist, they do not achieve perfect results. For example,
Overproof, a state-of-the-art commercial software, claims to ‘reduce the number of
articles missed by a keyword search due to OCR errors by over 50%’ (OverProof 2014).

Since OCR errors affect word-counts, a key question for corpus linguists is wheth-
er common statistics can reliably be used with OCR data. This paper focuses on two
statistics often used to describe collocation patterns: Mutual Information (MI) – an
effect-size statistic often used to describe the strength of the relationship between two
words – and Log Likelihood (LL) – a significance statistic often used to describe the
amount of evidence underpinning a given collocation pattern.

To test the reliability of these two statistics in OCR data, I assembled a small corpus
containing two corresponding datasets, one a subset of the OCR data constituting
the BL c19th newspapers collection (the uncorrected dataset), and the other, the re-OCR’ed and hand-corrected [by Erik Smitterberg, used with permission] counterpart to the first (the hand-corrected dataset). I then compared the Mutual Information and Log Likelihood statistics calculated for pairs of words in both datasets. To evaluate Overproof’s corrections, I also produced a third dataset made up of the first dataset corrected by Overproof (the automatically-corrected dataset). Each dataset contains around 160,000 words.

I find that all OCR-derived MI statistics are within 5 points of difference from their gold counterpart. However, most are over-estimates, which is potentially problematic. MI rankings are broadly reliable for small spans, but become less reliable for larger spans. In addition, the use of an LL cut-off point increases the reliability of MI rankings. 90% of LL statistics are also within 5 points of difference from their gold counterpart, and most are unsurprisingly under-estimates. However, over-estimates also occur, which is potentially problematic. Using MI = 3 and LL = 10.83 as test cut-off points, both MI and LL attract high rates of false positives, a troubling result. These rates are higher when considering only words occurring at least 10 times, so using a frequency floor does not solve the problem. Correcting the OCR using Overproof makes an appreciable difference for both MI and LL statistics, with the most striking improvements obtained for larger spans. This suggests that researchers interested in exploring collocation patterns with large spans in OCR data would benefit from looking into OCR post-correction.
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Agentivity and Complement Selection: a Case Study with Evidence from Large Corpora

Consider sentences (1a) and (1b), from COHA, the Corpus of Historical American English:

(1) a. ... he was frightened to get out of bed in case that dreadful pain came roaring back. (1998, FIC)
   b. The family dog and cat also were frightened of leaving the house. (1964, NEWS)

In both (1a) and (1b) the matrix predicate is the adjective *frightened*, and it selects a non-finite sentential complement in both. In (1a) the complement is a *to* infinitive and in (1b) it is of the *of-ing* type, consisting of the preposition *of* and a gerundial clause. It is assumed, in accordance with traditional and current work, that in both (1a) and (1b) the sentential complement has an understood subject. In both sentences the matrix predicate assigns a semantic role to its subject, and both (1a) and (1b) are control constructions.

The two constructions selected by the adjective *frightened* and illustrated in (1a-b) are treated side by side in the entry for the adjective *frightened* for instance in the OALD (2005), suggesting that they are semantically close to each other. However, in current work on the syntax semantics interface it is generally assumed that a “difference in syntactic form always spells a difference in meaning” (Bolinger 1968, 127), and the paper compares *to* infinitives and *of-ing* complements on the basis of corpus evidence. Earlier work, including Allerton (1988) and Smith (2009), contains valuable insights, but the paper develops a new approach on the basis of the semantic role of the lower subject. In particular, the authors examine the hypothesis that agentive lower subjects are associated with *to* infinitive complements. This hypothesis has been put forward in very recent work on the basis of other higher predicates, and the present paper examines whether the hypothesis can shed light on the complement selection properties of the adjective *frightened*, not considered in earlier work. The broader task is to contribute to a fuller characterization of the semantic potential of each type of sentential complement in the system of English predicate complementation. Data from COHA show that the two constructions begin to occur side by side from about the 1950s and the 1960s onwards, and the study examines data from COCA,
the Corpus of Contemporary American English, to compare the semantics of the two non-finite patterns of sentential complements in very recent English.
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How Homogenous are Academic Registers in ICE?
A Corpus-driven Approach

The International Corpus of English continues to fulfill its aim of providing resources for comparative studies of the English used in countries where it is either a majority first language (for example, Canada and Australia) or an official additional language (for example, India and Nigeria). One part of its success has been the choice of comparable spoken and written text categories which comprise each ICE corpus and which provide the evidence for each national variety. Whereas there has been some global criticism of the ICE text category suitability for L2 countries (e.g. Leitner 1992, Schmied 1996), to the best of our knowledge, no-one has criticised the inclusion of academic writing in this corpus, which is divided in four subtypes (i.e. Humanities, Natural Sciences, Social Sciences, and Technology). At this ICAME conference, where the outcomes of a major review of the ICE project are to be discussed and agreed upon, it seems timely to take a critical look at this text category across the ICE corpora.

We will investigate the 16 available ICE corpora with the following research questions:
• What are the lexical characteristics of each ICE academic writing subtype?
• How homogeneous is the academic writing text category in English as a first/second language in ICE corpora?
• How convergent/divergent is academic prose across ICE corpora?

Our methodology is based on a key key word approach (Scott & Tribble 2006), which identifies words which are key (or used strikingly more or less than expected when compared to a reference corpus) in a number of different texts.

The results show considerable convergence as well as considerable divergence across national corpora. In the Humanities, for instance, we find that the subject matter varies great between Literature and the Arts, Society, Education, Philosophy, Politics or the discussion of languages. In Technology, we find that the subject matter shows concerns about methodology (what is involved in the research, and how the research is carried out), the environment and the natural world, and finance and economics.

The key key words in our study clearly show different ways of conceptualizing academic fields throughout the world. Whereas the results confirm preconceived notions, they raise new perspectives and concerns. The paper offers a fresh critique of ICE texts, and an addition to the study of corpus-driven academic prose (e.g. Scott & Tribble 2006, Biber 2006, Hyland 2009, Viana 2012) and the many recent studies in Hyland & Shaw (2016).
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A multifactorial analysis of contact-induced constructional change in speech reporting in White South African English

In settings of prolonged language contact, language change may be the consequence of overt cross-linguistic influence (CLI) where one language adopts constructional forms from another, giving rise to a new form-meaning pair in the adopting language (Mougeon et al. 2005: 102). The process in which a new construction is created through CLI is classified as a form of “instantaneous constructionalisation” by Traugott and Trousdale (2013). Change may also result from covert CLI, where a shift in the frequency distribution of competing constructional forms occurs under influence of differences in the frequency of similar constructional forms in the contact language (Mougeon et al. 2005: 102-103). Covert CLI may initially only lead to constructional changes in the sense of Traugott and Trousdale (2013), or changes from minor to major use pattern in the terminology of Heine and Kuteva (2005), but in time, constructionalisation may result as the semantic or pragmatic associations of the forms change. Hilpert (2013: 16) subsumes all these processes in his definition of constructional change: “Constructional change selectivelyseizes a conventionalized form-meaning pair of a language, altering it in terms of its form, its function, any aspect of its frequency, its distribution in the linguistic community, or any combination of these.”

In this paper we present a corpus analysis of constructional changes in the broader sense of Hilpert (2013) in a set of reported-speech constructions in White South African English (WSAE), a native variety of English that has been in extensive contact with Afrikaans throughout its history. The analysis is based on comparable diachronic corpora of WSAE (Wasserman & Van Rooy 2014), its parent variety British English (BrE) (represented by ARCHER), and the contact language, Afrikaans (Kirsten 2015). Three registers, fiction, newswriting and letters, are selected, and the timeframe is the 19th and 20th centuries (split in four half-century periods) for the two English corpora, but only the 20th century for Afrikaans. Three related sets of reported-speech constructions are analysed: (1) the position of the reporting clause in direct speech and thought, (2) quotative inversion in reporting clauses in non-initial position in direct and indirect speech and thought, and (3) the presence or absence of the complementiser that in indirect speech and thought. Features (1) and (3) represent potential instances of covert CLI, while feature (2) combines possibilities of overt and covert CLI. We undertake a multifactorial analysis of the effects of Variety, Register and Period on the selection of alternate constructions for each of the three features,
to retrace the course of constructional change associated with language contact in this particular setting.

The findings indicate divergent contact effects for the three features analysed. For feature (1), there is evidence of constructional change in an increasing preference for the final position of the reporting clause across both English varieties. This is particularly evident in newswriting, but with a steeper trajectory of change in WSAfE compared to ARCHER. In this case, an existing change in progress in English is amplified by contact with Afrikaans, also undergoing a similar change. For feature (2), overt transfer from Afrikaans does not take place. WSAfE follows the pattern of BrE in shifting from the inverted to non-inverted order. However, WSAfE lags behind BrE in the rate of change, which might be attributed to the preserving effect of Afrikaans inverted order. Here contact therefore slows down change. For feature (3) there is constructional change in the form of an increase in that omission over time in both English varieties, but at different rates in different registers. Published registers show more convergence between WSAfE and Afrikaans (which demonstrates a very high omission ratio) than letters, which are not subject to an editorial process, suggesting a role for converging editorial norms in the shared publishing context of WSAfE and Afrikaans.
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Colloquialisation vs densification in the British and Australian Hansard: A diachronic multidimensional approach

Colloquialisation has been identified as an important process in recent short-term language change (Hundt & Mair 1999; Leech et al. 2009; Mair 2006). Colloquialisation can be defined as the drift of written registers towards more oral styles (Biber & Finegan 1989), where lexicogrammatical features associated with casual conversation spread to more formal written or spoken registers (Collins & Yao 2013: 480). This process has been documented across varieties of English, but Australian English is identified as leading changes in the direction of more colloquial usage (Collins 2013; Collins & Yao 2013), with other varieties, such as British English, comparatively conservative.

The analysis of colloquialisation is complicated by the fact that “there are facets of grammar where anti-colloquialization – a movement further away from spoken English norms – appears to be in the ascendant” (Leech et al. 2009: 245). This counterweight to colloquialisation is termed “densification”, and involves “compacting meaning into a smaller number of words” (Leech et al. 2009: 249).

Previous studies of colloquialisation and densification across varieties of English are limited by the shortage of sufficient comparable diachronic data (see Collins & Yao in review). A further limitation is the tendency to focus on smaller sets of features investigated independently (Collins 2014, 2015; Peters 2014). This means that most current research in this area has given limited consideration to the internal relations among larger sets of potentially changing features and the interplay between colloquialisation and densification.

To address the first of these limitations, we have developed a comparable Australian and British Diachronic Hansard Corpus, covering the period 1901 to 2016. The Hansard, as edited written representation of speech (Slembrouck 1992), is a site where norms for speaking and writing, and informality and formality compete. This makes it particularly suitable for investigating the tensions between colloquialisation and densification.

We adapt the multidimensional analysis method of Biber (1988) to investigate lexicogrammatical changes from a diachronic perspective, since the method takes into statistical account the covariation of features. Firstly, we replicate Biber’s (1988) mod-
el using the Hansard corpus, investigating how the language in the Hansard changes across the century in the two varieties, in relation to the dimensions identified by Biber (1988). We focus specifically on Dimensions 1, 3, 5 and 6, which relate most clearly to the distinction between informal and interactive spoken language, and formal and informational written language. Secondly, we analyse individual linguistic features from Biber’s model that demonstrate a significant change in frequency across time. In this inductive analysis, we consider the direction of change as well as the pattern of change, grouping features together to develop a fine-grained interpretation of the co-occurrence patterns of features.

Preliminary findings indicate clear colloquialisation trends across a range of features, for example the decline of passives and the rise of *that* omission. Conversely, a decrease in verb frequency counterbalanced by an increase in the frequency of nouns indicates a move towards a more compressed, phrasal style. There is evidence of a complex interplay between these two trends over time across the two varieties.
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Using corpus derived indices related to words, n-grams, and verb argument constructions to predict L2 writing quality

Usage-based perspectives on language development suggest that frequency is a key driver in language learning (Ellis 2002a, 2002b). Constructions that are more frequently encountered be learned earlier/more easily. Word frequency features are commonly used in language testing as a proxy for vocabulary knowledge in the evaluation of writing tasks (e.g., Jarvis 2002) and in the development of automatic essay scoring models (e.g., Guo, Crossley & McNamara, 2013). However, usage-based research extends beyond vocabulary items, and recent investigations have explored the relationship between holistic scores of writing quality and the corpus-based frequency of multi-word units (Bestgen & Granger 2014; Crossley, Cai, & McNamara 2012; Kyle & Crossley 2016, 2015). Kyle (2016), building on work by Ellis et al. (Ellis & Ferreira-Junior 2009; Römer, O’Donnell, & Ellis 2015) has also recently extended usage-based perspectives to the assessment of syntactic development through the use of verb argument construction (VAC) indices related to corpus frequency and strength of association. In this study, corpus derived indices related to three levels of linguistic abstraction (i.e., words, n-grams, and VACs) are used to model holistic scores of writing quality. The goals of this study are three-fold. First, the study examines the predictive validity of usage-based and corpus derived indices related to words, n-grams, and VACs. Second, the study examines the relative importance of indices related to words, n-grams, and VACs in explaining writing quality scores. Finally, by using only corpus derived indices, the study attempts to introduce an assessment methodology that can be extended to languages beyond English.

Method
The learner corpus used in the study comprised 480 independent essays written for the TOEFL iBT and scored by trained TOEFL raters. Indices related to word frequency and range, bigram and trigram frequency, range, and strength of association, and VAC frequency and strength of association were used to model essay quality scores. All indices were derived from the 90-million word academic section of the Corpus of Contemporary American English (COCA; Davies 2010) and are freely available in TAALES (Kyle & Crossley 2015) and TAASSC (Kyle 2016). After checking for statistical assumptions (e.g., normality and multicollinearity) a multiple regression analysis was conducted to model holistic scores of writing quality using the aforementioned variables.

Results & Discussion
The results of a multiple regression indicate that eight indices related to word frequency and range, trigram frequency and association strength, and VAC frequency and association strength explained 51.8% (r = .720, R2 = .518) of the variance in TOEFL essay quality scores. Respectively, indices related to words, n-grams and VACs ac-
counted for 42.4%, 6.7%, and 2.7% of the variance explained by the model. Higher scoring essays included word lemma types and VACs with lower reference corpus frequency, a higher proportion of frequent trigrams, and more strongly associated verb-VAC combinations and trigrams. In the presentation, the implications of these results will be discussed with regard to the predictive validity of corpus-derived indices, the relative importance of each index type, and the generalizability of the predictor model.
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Placing ELF among the present-day varieties of English: Results from typological profiling

Previous corpus-based research of English as a lingua franca (ELF) has suggested that second language use and second language acquisition are essentially dissimilar. Mauranen (2012) notes that this fundamental fact leads to differences between ELF and learner Englishes. In addition, she points out that with regards to one genre of spoken academic ELF, “the overwhelming majority of lexis, phraseology, and structures are indistinguishable from those found in a comparable corpus of educated ENL, including their frequency distributions” (Mauranen 2012: 247). These observations are however based on a relatively small set of features.

This presentation puts these claims to a test and introduces a study that makes use of typological profiling based on aggregate structural criteria. This typological profiling method has previously been used to analyze a range of native Englishes, indigenized L2 varieties and learner English, but has not been used to assess ELF data. The method measures indices of grammatical analyticity, defined by the presence of free grammatical markers, and grammatical syntheticity, the presence of bound markers (e.g. Szmrecsanyi 2009; Szmrecsanyi & Kortmann 2011). Previous studies indicate substantial differences between various Englishes.

The study presented is corpus-based, and it draws evidence from the well-known first generation ELF corpora (viz. spoken VOICE by Seidlhofer (2011) and the new written WrELFA by Mauranen et al. (2015)). Additional evidence is drawn from the pilot versions of two second-generation ELF corpora that are not only larger in size in terms of the L1 backgrounds of the informants, but they also offer access to multi-genre evidence. The corpora target texts in which English is used an additional linguistic resource alongside people’s L1s in Sweden and Finland, two countries in which the role of English is undergoing changes whereby it is increasingly being adopted as additional linguistic resource alongside the main domestic languages in the two countries (cf. Taavitsainen & Pahta 2008; Leppänen et al. 2011; Bolton & Meierkord 2013).
The results will shed light on the typological status of ELF and provide empirical evidence of its structural characteristics in a range of genres. The results are compared with the observations in Szmrecsanyi & Kortmann (2011) in which learner language is characterized by overuse of analytic markers and underuse of synthetic markers relative to the main Standard English varieties. The quantitative results contain very few traces of this quantitative tendency in lingua franca data, and they therefore have considerable implications of how ELF is conceptualized in English corpus linguistics. In addition, the results support Mauranen’s (2012) arguments and show close similarities on purely structural grounds between the various genres in ELF and many genres in the main Standard English varieties.
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Diachronic Shifts in Agreement Patterns of Collective Nouns in American and British English in the 19th and early 20th century

Variation in agreement with English collective nouns (as illustrated in (1) and (2)) has received a great deal of attention in corpus linguistics.

(1) The army was not in winter quarters now; it was in the field fighting, (COHA, 1913)
(2) the army have gone into winter quarters (COHA, 1823)

Previous synchronic research (e.g., Levin 2001; Hundt 2006) has shown that present-day AmE prefers singular agreement to a greater extent than BrE. However, much less is known about the varying agreement patterns in the LME period, in which collective nouns were “notoriously troublesome as to number, and there has been much fluctuation over time” (Denison 1998: 99), and so far it has not been established when the two varieties started diverging in their preferences. This diachronic study compares the agreement patterns in AmE and BrE and draws evidence from the Corpus of Historical American English (COHA), the Old Bailey Corpus (OBC) and the Corpus of Late Modern English Texts (CLMET). As a complement to the synchronic investigations of this phenomenon, and in an effort to understand the emerging differences between the varieties, this study covers the understudied time span 1810–1949 and includes the agreement patterns of a range of collective nouns from six semantic categories, which are (1) EMPLOYEES (e.g., crew), (2) FAMILY (e.g., couple), (3) MILITARY (e.g., army), (4) POLITICS (e.g., government), (5) PUBLIC ORDER (e.g., police) and (6) SOCIETY (e.g., generation).

The results show an overall increase of singular agreement in both varieties during the 19th century. Moreover, the findings suggest that verbal and pronominal agreement patterns behave differently in that the latter is more likely to be plural, and also that variation exists amongst the semantic categories. Even though a more in-depth genre analysis is beyond the scope of this study due to the diversity of the corpora used, preliminary results for AmE indicate that plural agreement is most frequent in fiction (probably due to the number of spoken-like features), whereas the vast majority of singular verbs and pronouns occurred non-fiction genres, e.g. magazines.

Finally, the main finding of the study is that the incipient stages of a change in AmE towards a preference for singular agreement are visible in the 19th-century material, but the expected leading role of AmE in this change (cf. Collins 2015: 29) could not be established in the corpora used. Instead, the analysis of the 20th-century material suggests that AmE displays signs of a kick-down development (Hundt 2009: 33) in which BrE shows a greater tendency for the singular in the 19th century, but is overtaken by AmE in the early 20th century, resulting in the singular being the
dominant choice of agreement in that variety by the 1940s. This late but fast developing change in AmE might be explained by extra-linguistic influences, as for instance prescriptivism and the incipient Standard AmE as a focused variety. Considering the historical context of the time, this result contributes to the study of the emergence of AmE as a main variety of English since “[j]udging American English within the context of a British norm continued until the conclusion of World War II, when the United States emerged as a world power, giving American English greater international prominence” (Kretschmar & Meyer 2012: 141).
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Extraposition in learner and expert writing:
Rethinking informality

Subject extraposition, as in *it is interesting to note the difference*, is a common feature of formal writing (Biber et al. 1999:722). This paper aims to investigate to what extent genre differences can be used to explain seemingly (in)formal uses of this construction with a *to*-infinitive clause in learner and expert writing, as outlined below.

The construction includes an anticipatory *it* and an extraposed clausal subject (Quirk et al. 1985:1391). It enables writers to depersonalize claims (Kaltenböck 2005), and it has been found to be especially common in formal, academic discourse (Kaatari 2016). Since many studies have noted that learners tend not to achieve an appropriate level of formality in their writing (Altenberg & Tapper 1998; Larsson, forthcoming), one could expect learners to struggle with this construction. Indeed, studies such as Hewings & Hewings (2002) and Römer (2009) have found indications of informal use; however, the claims made in these studies are mainly based on lexical misuse (e.g. *it is amazing that*) or under/overuse of the construction, and few additional steps have been taken towards investigating informal use more systematically.

The present study goes beyond previous research by carrying out a detailed investigation of high-frequency realizations of the construction that have been found to vary across genres (cf. Groom 2005) to test claims of (in)formality. More specifically, the study focuses on the most frequent predicate and clausal type of the construction, namely adjective phrases followed by *to*-infinitive clauses (e.g. *it is important to remember; it is fair to say*). It compares learner writing (L1 Swedish) from one genre (academic writing) to expert writing from several different genres (academic writing, popular science, news, novels and conversation). In doing so, unlike the above-mentioned previous studies, this study investigates (i) which of the experts’ genres the learners’ use is closest to and, thus, (ii) whether describing learner use as simply “informal” might be simplifying matters.

The study uses data from two corpora, ALEC and BNC-15. ALEC (the Advanced Learner English Corpus) is a recently compiled 1.3-million-word corpus of learner academic writing. BNC-15 is a methodically sampled 3-million-word subset of the BNC that is constructed to enable a variety of different genre comparisons. The study uses inferential statistics such as *co-varying collexeme analysis* (Stefanowitsch & Gries, 2005). Preliminary results show that while the learners use some of the adjective-verb pairings that are associated with academic writing in the expert data (e.g. *it is reasonable to assume*), some pairings seem to resemble the use in the other expert genres
more closely than that of the experts’ academic texts. For example, the learners tend to use pairings that rank highly in the non-academic genres of the expert data with regard to collocational strength, such as *it is easy/hard to get* and *it is interesting to see*. It is hoped that the findings of the study will contribute to a more nuanced view of (in)formal uses in learner data, thus benefitting both L2 instruction and theory.
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Exploring register variation on Reddit: a multi-dimensional study of language use on a social media website

Social media platforms are increasingly important forums for conversation. While some social media, such as Twitter, have received considerable attention from linguists (see e.g. Huang et al. 2015), many others have been relatively unstudied. Moreover, studies on register variation within online communities are particularly few and far between.

This paper focuses on Reddit, the third most popular English-speaking social media website (after Facebook and Twitter). Reddit is made up of thousands of “subreddits”, user-created sub-communities centered around various topics, ranging from very general to very specific (e.g. news, politics, technology, games, entertainment, in-jokes and memes). Reddit users (or redditors) subscribe to and make posts in subreddits which interest them. The comment sections of these posts are often home to lively discussions, which encompass various registers from an academic style to casual conversation.

In this paper, I explore register variation within Reddit using Biber’s multi-dimensional analysis (Biber 1988). The analysis extracts dimensions of register variation from texts based on a statistical analysis of the relative frequencies of dozens of linguistic features. These dimensions are then labeled according to the situational concerns from which they arise.

The data analyzed in this paper covers over 10,000 Reddit threads, comprising over 17 million words, posted in 37 subreddits during a period of one month in July 2015. From these threads, three register dimensions can be extracted. I compare the positions of different subreddits along these dimensions, and show how the dimensions reflect the various ways in which different situational concerns affect the produced text.

The most important of the three dimensions, „Personal vs. Factual Focus“, relates to how language is used differently for talking about people and subjective issues (such as personal views and opinions) on one hand and for presentation of factual matter on the other. The „Informational vs. Involved Style“ dimension distinguishes between an informationally more dense style of writing and a more casual, involved, personal style; this dimension is functionally very similar to Biber’s (1988) first dimension. The „Non-Past vs. Past Focus“ dimension describes the temporal focus of the register. These three dimensions are also more or less in line with the three „universals of register variation“ suggested by Biber (2014).

I also discuss the overall suitability of the multi-dimensional method for analysing the asynchronous online discussions on Reddit (and other similar online contexts), and identify some issues to be tackled in future studies on register variation on Reddit and other social media.
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From happenstance to epistemic possibility: Corpus evidence for the adverbialization of happenstance expressions

Modality is a wide semantic domain with various manifestations, ranging from grammatical devices (e.g. synthetic and analytic mood systems) to those closest to the lexical pole, as is the case of modal adverbs (see Huddleston & Pullum et al. 2002: 173). Within this broad domain, our ongoing research project is concerned with the expression of epistemic possibility, in particular with the origin, development, and present-day use of a number of modal adverbs and expressions, such as it seems (López-Couso & Méndez-Naya 2014a, 2014b), looks like (López-Couso & Méndez-Naya 2014c), and maybe (López-Couso & Méndez-Naya 2016), which convey some degree of doubt towards the truth of the speaker’s proposition (Quirk et al. 1985: 620).

A common cross-linguistic source for expressions of epistemic possibility is happenstance or contingence, i.e. something that happens (by chance). Examples include Sanskrit sam-bhavá (‘occurrence’ > ‘capacity, ability, possibility’; Monier-Williams 1899: 1179), Latin forte (ablative of fors ‘fortune, chance’), forsitan (< fors sit an ‘chance be that’), and fortasse (< *forte an sit/s) (de Vaan 2008: 236), and Dutch misschien (< tmachschien ’it may happen’; Beijering 2010: 5). Surprisingly, the concept of happenstance as the source for possibility expressions in English has (to our knowledge) not received due attention in the literature, despite the fact that it lies at the origin of two frequent epistemic adverbs, namely perhaps and maybe (Biber et al. 1999: 869). In a previous study based on dictionary evidence (OED, MED, and HTOED) we
drew attention to this rather underexplored area (López-Couso & Méndez-Naya 2015), and showed that perhaps and maybe are just two members of an extensive inventory of happenstance adverbial expressions available in Late Middle English and Early Modern English, which also included low-frequency formations such as peraventure, by hap, may fall, may fortune, and chance, among others. The present paper serves as a timely complement to our earlier work by providing empirical corpus evidence for the development and distribution of this set of adverbial elements over time. More specifically, our aims in this presentation are:

(i) to trace the developmental pathways followed by these expressions: from phrase to adverb (e.g. perhaps < Latin preposition per ‘for, by’ + Scandinavian noun hap, occurrence, chance’ + plural/adverbial -s) and from clause to adverb (e.g. maybe < (it) may be that...), and approach their process of adverbialization from the perspective of grammaticalization and (inter)subjectification;

(ii) to examine the distribution of the various members of the catalogue of happenstance expressions across time and register; and

(iii) to identify the different syntactic functions realized by these adverbial elements and the positions they occupy in the clause.

For our purposes, data have been drawn from various sources: on the one hand, the Penn Historical Corpora, which allow us to look into the long diachrony of happenstance epistemic expressions; on the other, the 525-million-word corpus EEBOCorp 1.0 (Petré 2013), covering the period 1474-1700, which proves a particularly suitable source of evidence to zoom in on the critical period in their historical development.
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This paper reports on an analysis of the word *fuck* in a sample of the Spoken British National Corpus 2014 (Spoken BNC2014; Love et al. 2017 fc), comparing this corpus with the original Spoken British National Corpus (Spoken BNC1994; Leech 1993), with a view to then extending this analysis to a larger set of bad language words (BLWs, McEnery 2005). The Spoken BNC2014 comprises transcripts of spontaneous, present day, informal conversations between speakers of British English which is being compiled by Lancaster University and Cambridge University Press and amounts to eleven million words (the sample used in this paper contains only the data available at the time of the study, which amounts to five million words).

This study is informed by the work of McEnery & Xiao (2004), who analysed the sociolinguistic distribution of the BLW FUCK in the ten million word spoken component of the Spoken BNC1994. They found that, in early 1990s spoken British English, when all morphological forms of FUCK are taken together:

- It is used by male speakers more than twice as frequently as female speakers (p. 240).
- Teenagers, children and young adults (in that order of rank) have a high propensity to use FUCK; however it is used by speakers in their late forties/fifties unexpectedly more so than speakers in their late thirties/early forties (p. 242).
- It is used most by speakers in social classes C2 and DE, but more so by AB than C1 (p. 243).

By replicating the approaches of McEnery & Xiao (2004) on the new data, the aims of this study are (a) to assess the extent to which the use and distribution of FUCK has changed in spoken British English in the last two decades, according to the sociolinguistic variables of *gender, age* and *socio-economic status*, and (b) to reflect on and respond to the methodological challenges presented by this sort of work in preparation for analysing many more bad language words.

Preliminary results suggest that in present day spoken British English:

- FUCK is now used equally as frequently by male and female speakers.
- The use of FUCK peaks among speakers in their twenties and decreases with age, apart from the 60-69 group which has a higher frequency than 50-59.
- The distribution of FUCK according to social class is similar to that of McEnery & Xiao (2004) but only if the same classification scheme (Social Grade) is used. If a newer scheme is used (NS-SEC), then it is speakers in the middle of the scale that seem to use fuck the most rather than those towards the bottom.
Clearly the most radical change is the levelling off of the previously attested gender gap; perhaps suggestive of the erosion of stereotypical divisions between ‘male’ and ‘female speech’. With regards to age, the same pattern as observed by McEnery & Xiao (2004) occurs, but a decade later; perhaps this is reflective of people become parents later in their lives than they did two decades ago, and therefore being less likely to use bad language around their children.

The compilation of the Spoken BNC2014 has facilitated large-scale, diachronic analyses of spoken data on a scale which has until now not been possible. This study therefore exemplifies new challenges in the sociolinguistic study of spoken data. Using bad language as an appropriate case study I draw attention to some of the methodological challenges of comparing such datasets for sociolinguistic purposes and the implications such challenges may have for sociolinguistic generalisations (cf. Brezina & Meyerhoff 2014). The next step for this work is (a) to repeat this analysis for a large set of BLWs in the Spoken BNC2014 and (b) to analyse the BLWs qualitatively using McEnery’s bad language categorization scheme (2005: 27).
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You can ask us on Twitter. Twitter as a means of customer communication for British train companies

During the last decade, the microblogging platform Twitter has increasingly been the focus of academic research. Several studies have explored, among others, the use of Twitter in the context of politics (e.g. Mirer & Bode 2015, Zappavigna 2012), as a means of crisis communication (e.g. Bruns & Burgess 2014), or for journalistic purposes (e.g. Barnard 2016, Parmelee 2013). Thus, Twitter has been studied widely as a reporting tool used to tell and share stories in response to the tagline “What’s happening?” (see also Page 2012, Papacharissi 2016).

One area of application that has not been researched extensively to date is businesses’ use of Twitter as a channel for customer communication (but see Page 2014). This channel is used increasingly by British train companies, most of which have a Twitter account and encourage customers to contact them through this medium if they need “information or assistance related to [their] travel” (see https://www.eastmidlandstrains.co.uk/information/contact-us/). Indeed, customers are assured that they can tweet train companies 24/7 while being promised the most recent updates by following them on Twitter.

This study takes a closer look at the interaction between social media advisors employed by British train companies and their customers on Twitter. To this end, a corpus of tweets was compiled between the 1st and the 31st of August 2016 which comprises a total of 4.2 million words (including retweets). It is based on 37 different companies providing inter-city and regional train services in the United Kingdom and includes tweets by customers directed at these companies and their replies. Consequently, this corpus allows for the interactive potential of the medium to be explored in the context of business communication.

The analysis will initially provide a general assessment of language use in this corpus, including an account of Twitter specific features such as hashtags (e.g. #virgin, #Cambridge, #useless, #badservice), to then move on to a detailed discussion of frequent clusters and expressive speech acts (e.g. sorry for the delay, thanks for letting us know, to make a complaint please). In addition to quantitative findings, this paper will present specific examples of interactions between customers and social media advisors to take a closer look at consecutive exchanges on a specific topic from a pragmatic perspective. Thus, this study aims to gain further insights into the features of customer communication on social media through the analysis of a customised Twitter corpus and it will thereby contribute to the theme of the conference by interpreting one growing component of train companies’ customer services through corpus linguistic means.
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Innovations in measuring lexical co-occurrence: Improved implementation for the automatic analysis of discursive meaning

Linguistic DNA is a major research project mapping semantic and conceptual change in Early Modern English, whose data-driven approach is built on computational analysis of every word in every text of Early English Books Online (specifically EEBO-TCP). The data set contains 55,000 printed Early English texts, and over one billion words, hand-keyed by the Text Creation Partnership, and including all of the spelling variation and printing errors and idiosyncrasies common to Early Modern English. This paper describes the innovative methods employed in automatically analysing discursive meanings in that very large data set. The project begins by employing MorphAdorner (Burns 2013) for tokenising and lemmatising the data. It then analy-
ses Pointwise Mutual Information (PMI) for co-occurring word lemmas, by creating symmetrical co-occurrence matrices representing all lemmas. PMI analysis as applied here is novel in three key ways, each of which is discussed in detail. First, PMI is measured for co-occurring lemmas across very large proximity windows of +/-50 words and +/-100 words, reflecting the project’s theoretical framework for linguistic meaning. That is, the object of study here is meaning as it is constructed in discursive contexts well beyond the level of the utterance or sentence. The present approach is therefore very different from traditional collocational studies, which often measured co-occurrence within proximity windows of approximately five words, and is also different from much recent distributional semantic work, which often measures co-occurrence within windows of up to 10 words (cf. Burgess and Lund 1997). The present approach is closer to that of Landaure and Dumais (1997), who measure co-occurrence within paragraphs – with the caveats that EEBO-TCP is not consistently coded for paragraphs, and that the nature and purpose of paragraphs has evolved dramatically since Early Modern times. Second, PMI is measured against a grammatically defined statistical baseline rather than a traditional baseline of all words in the data set, in line with Bowie et al. (2013) and in contrast to CQPWeb (Hardie 2012), among others. Such a baseline reflects linguistic probability more meaningfully by dramatically reducing invariant Type C terms (cf. Wallis 2014). Finally, the project applies an innovative technique to identify not just pairs of co-occurring words, but also trios and quartets of co-occurring words within the given proximity windows. This technique can be conceptualised as co-occurrence matrices in which rows represent all co-occurring lemma pairs, and columns represent all lemmas, such that co-occurring trios of lemmas can be identified, and PMI scores can be calculated for those trios. Subsequent matrices expand the technique to measure PMI for quartets and larger word sets.
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Corpus frequency and cognitive salience: Finding correlations

Gilquin (2008) reported that light senses of verbs (e.g. *make a contribution*, *give support*) tend to outnumber concrete senses of those same verbs (e.g. *make furniture*, *give books*) in naturally occurring corpus data, whereas concrete senses tend to outnumber light senses in responses to elicitation tests. To make this point, Gilquin (2008) conducted a semasiological corpus study of the Switchboard and FROWN corpora, and also conducted semasiological elicitation tests with native speakers, in which respondents were asked to generate the first sentence that came to mind with the target verbs *give* and *take*. Affirming the importance of Gilquin’s study, Werner and Mukherjee (2012) replicated the corpus portion of the study using selected International Corpus of English texts.


In corpus semantics, frequency can reasonably be normalised semasiologically or onomasiologically (cf. Glynn 2014, Geeraerts 1997), rather than per million words. Fundamental methods of measuring corpus frequencies are the question at the heart of the present paper, which poses the following research questions:

1. Are Gilquin’s (2008) semasiological measures of light senses and concrete senses corroborated by new semasiological observations of concrete and light senses of *make*, *take*, and *give* in speech and writing in the International Corpus of English component representing Great Britain (ICE-GB)?

2. Do corpus frequencies of light senses and concrete senses in ICE-GB actually differ from published elicitation test results, if the corpus frequencies are measured onomasiologically rather than semasiologically?

I present both semasiological and onomasiological analyses of the concrete and light senses of *make*, *take*, and *give* in ICE-GB. Manual semantic analysis is performed on nearly six thousand instances of *make*, *take*, and *give*, along with thousands of instances of their onomasiological alternates. Findings indicate that corpus frequen-
cies in speech (but not writing) do in fact correlate with elicitation test results, if the corpus frequencies are measured onomasiologically rather than semasiologically. I refer to Geeraerts’s (2010) hypothesis of onomasiological salience in explaining this correlation, and compare that hypothesis to other hypotheses regarding corpus frequency, salience, and entrenchment.
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Enumerating *there*-clauses and *there*-clefts: a corpus-based study

This paper wants to clarify the controversial status of two related English constructions: enumerative *there*-clauses, e.g. (1), whose distinctness from ordinary existential clauses like (3-4) has been disputed, and enumerative *there*-clefts (2), which are not generally recognized as specification clefts.

(1) His nomination of formative influences gives a clue. There is Brian Ashton and Jack Rowell. (WB Times)

(2) Now you’ve got a fair sort of permanent staff now. There’s Herman has been there for years. (WB BrSpoken)
An argument often adduced for the difference between enumerative and ordinary existentials is the typical definiteness of the NPs in the former, e.g. *Brian Ashton and Jack Rowell* (1) and the ‘indefiniteness’ restriction said to apply to the latter, e.g. *some nasty girls* in (3) (Lyons 1977). As shown by non-enumerative examples like (4), where *the usual drunk Scotsman* evokes ‘a’ (new) instance of the familiar type *drunk Scotsman*, this restriction is of a semantic-pragmatic nature. Ward & Birner (1995) correctly point out that examples like (3) and (4) as well as listing examples like (1) all share the pragmatics of presenting entities that are in some sense ‘new’. However, for this reason they reject the distinction between enumerative an non-enumerative existentials. Against this, we argue that the different coded meanings of the two types should be recognized. Ordinary existentials like (3-4) introduce unidentifiable instances of the type designated by the common noun and modifiers in the Existent NP, *nasty girls* (3) and *drunk Scotsman* (4) respectively. By contrast, enumerative existentials like (1) name one or more – typically identifiable – instances of a superordinate type to be retrieved from the preceding text: Ashton and Rowell are instances of *formative influences*.

(3) I went to an all-girls’ school and there were (*the) some nasty girls there. (WB)
(4) There was the usual drunk Scotsman in the corner. (WB)

A further argument for recognizing enumerative existentials as a distinct type is the features they share with enumerative *there*-clefs like (2), whose focal NP likewise names one or more – typically identifiable – instances, e.g. *Herman* in (2), of a superordinate type, which is retrievable from the preceding text, permanent staff, but which is also explicitly coded by the cleft relative clause, *has been there for years*. This tallies with Lambrecht’s (2001) analysis of examples like (2) as specificationnal clefts whose focal NP non-exhaustively lists a value for the variable ‘x’ in the open proposition contained in the cleft relative clause – an analysis not subscribed to by Huddleston & Pullum (2002:1396).

We will verify and further develop the posited similarities in a corpus-based description, filtering extractions of the query [tag="EX"] [lemma="be"] [tag="NP\|PP\|DET"] from BrSpoken and Times in WordbanksOnline (WB). For enumerative *there*-clauses and *there*-clefts, we will analyse and quantify the occurrence of (i) simple and co-ordinated NPs, and (ii) referring expressions: proper names, pronouns, definite or indefinite NPs, and functionally interpret these in function of the listing semantics. For *there*-clefts, we will assess whether the proposition in the relative clause is textually evoked, inferrable, anchored or brand-new in relation to the preceding text (Kaltenböck 2004, Gentens 2016). We will then extend this analysis to enumerative *there*-clauses: it should always be possible to make the superordinate type explicit in an added relative clause, e.g. (1) *There is Brian Ashton and Jack Rowell that are formative influences*, which will allow us to assess whether the superordinate type is textually evoked, inferable, or possibly anchored in the preceding discourse. Presumably it is never brand-new, as it would then be impossible to decide which superordinate type the enumerative existential lists instances of. This will give us an insight into the
discursive motivations for choosing an enumerative *there*-clause or an enumerative *there*-cleft.
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**Practically impossible: From ‘Practicality’ to ‘Approximation’**

Considerable attention has been paid in the literature to –*ly* adverbs from a variety of different perspectives, both synchronic and diachronic (e.g. Aijmer 2011; Defour 2012). Yet, the degree adjunct *practically*, a ‘downtoner’ (cf. Quirk et al. 1985: 445) of the so-called ‘approximating’ sub-group, like *almost* or *virtually* (cf. Huddleston & Pullum 2002: 720-724; cf. also Quirk et al. 1985: 597-602), has not been the object of much discussion. *Practically* has undergone a line of development similar to most –*ly* adverbs, and hence emerges as a manner adverb with the meaning ‘in a practical manner’, ‘in practice’ (frequently opposed to ‘theoretically’ or ‘speculatively’), then evolving into a degree modifier of the approximating type with the meaning ‘almost’, ‘in effect’, ‘nearly’. Following this process of subjectification (cf. Swan 1997; Traugott 1995), this paper seeks to contribute to the history of *practically* by using a corpus-based methodology. To this end, the *Corpus of Late Modern English Texts, version 3.0* (CLMET3.0; 34 million words; cf. De Smet, Diller & Tyrkkö 2011) will be used, supplemented with additional evidence from the *Old Bailey Corpus, version 2.0* (OBC2.0; 24 million words).

According to the OED, *practically* was first attested as a manner adverb in 1571 (*OED s.v. Practically, adv. 1*), and as a degree modifier almost two centuries later (*OED s.v. Practically, adv. 2*).
Practically, adv. 2). Nevertheless, a preliminary analysis shows that it was a rather infrequent adverb in British English as late as the beginning of the 18th century, with only 11 tokens recorded in the first sub-period of CLMET3.0 (1710-1780), while the first instances in the OBC2.0 do not appear until the end of the 19th century. Further findings seem to point to the infrequency of practically as a manner adverb in contemporary British English, whereas its role as a degree modifier, on the other hand, seems to be predominant. However, in contrast to other -ly adverbs such as absolutely or totally, practically has not moved further along in the cline of directionality proposed by Traugott (1982; cf. also Traugott & Dasher 2002) in that it very rarely functions as an independent response token, which may have to do with the nature of the sub-group of degree modifiers to which practically belongs, i.e. ‘approximating’, as opposed to adverbs like absolutely or totally, which belong to the ‘maximal’ sub-group usually referred to as ‘maximizers’.

In addition to the analysis of the evolution of practically from manner adverb to degree modifier, and given that this adverb seems to trigger “a strong negative implicature” (Huddleston & Pullum 2002: 723), I will explore the range of collocational patterns that practically allows, as well as the various syntactic functions it may have in the sentence.
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Help me move to that, blood. A corpus-based study of the syntax and pragmatics of vocatives in the language of British teenagers

Braun’s monograph (1988) on different terms of direct address, or vocatives, across several languages prepared the ground for the emergence of a large body of work dealing with the form, sentence position and pragmatic function of these lexical items in English. Some of these studies (Leech 1999, Murphy & Farr 2012) have focused on the distribution and function of vocatives in different varieties of English, while others have addressed a single form (Kiesling 2004, Rendle-Short 2010), or their behaviour in particular text types, such as telephone calls in radio programmes (McCarthy & O’Keefe 2003), family discourse (Clancy 2015) or political debates (Jaworski & Galasiński 2000). The literature also includes a number of contrastive studies (Axelson 2007, Hill 2007, Alba-Juez 2009, Heyd 2014, Stenström 2015).

In this paper I will consider one specific group of English vocatives, the so-called “familiarisers” (Leech 1999, Biber et al. 1999), which include examples such as the following:

(1) every day innit boy no man just look bruv. (LEC)
(2) that’s your little brother bruv innit. (LEC)
(3) just using phrases like ‘safe’ and ‘yes blood’ and all that he just speaks like a black. (LEC)
(4) he goes ‘nah mate’. (COLT)

Adopting a corpus-based methodology, one which allows for the analysis and comparison of data from several corpora (the Bergen Corpus of London Teenage English, the London English Corpus and the British National Corpus), I will explore:
(a) The extent to which these forms are typical of the language of youths and, on the contrary, are not so frequent in adult speech;
(b) The different lexical items that can be included in this general category of familiarisers;
(c) Their position in the sentence and the significance of this position in terms of pragmatic meaning;
(d) Their semantics and main pragmatic functions;
(e) Any notable changes in the evolution of these vocatives over time; and
(f) Possible reasons explaining their high occurrence in teen talk.

Preliminary findings indicate that these forms are more common in the expression of British teenagers than in that of adult speakers, by a factor of more than six in the present data. Some of the most frequent are: *man, bru/bro, mate* and *boy*. The first two will receive the most attention in this paper. As expected, the majority of these items occur in final position. Pragmatically speaking, they can carry a wide variety of functions: from summoning attention to creating solidarity and comradeship among the speakers, the latter being quite frequent in teen talk. We even find more than one of these vocatives together in the same turn (1) or used with a pragmatic marker (2), and some are also used metalinguistically (3); they are also prevalent in reported speech (4). A few of these familiarisers, such as *bruv/bro*, are found in the most recent corpora (*London English Corpus*) while others, like *bloke, pal, folk, sister* and *woman*, occur only in COLT and the BNC. Finally, in most cases these vocatives have lost their deictic reference to the addressee and have in fact become pragmatic markers, or may even adopt features of another category, such as pronouns (Cheshire 2013).
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The role of the reference corpus in studies of EFL learners’ use of statistical collocations

In learner corpus research (LCR), there has been a recent boom in the number of studies that have investigated English as a Foreign Language (EFL) learners’ use of statistical collocations (e.g. Bestgen & Granger 2014; Granger & Bestgen 2014; Paquot & Naets, 2015; Paquot, forthcoming a & b). These studies have adopted an approach first put forward by Schmitt and colleagues (e.g. Durrant & Schmitt 2009) to assess whether and to what extent the word combinations used by learners are ‘native-like’ by assigning to each pair of words in a learner text an association score (typically a pointwise mutual information and/or a t-score) computed on the basis of a large reference corpus.

The reference corpus differs across studies. Thus, Granger & Bestgen (2014) made use of the British National Corpus (BNC) to evaluate EFL learners’ use of bigrams in the International Corpus of Learner English (Granger et al 2009); Paquot (forthcom-
ing a & b) extracted statistical collocations from the L2 Research Corpus (L2RC), i.e. a large specialized corpus of research articles in applied linguistics, to assess learners’ use of adjective + noun and verb + object combinations in term papers in linguistics written by French EFL learners sampled from the Varieties of English for Specific Purposes Database (VESPA); and Paquot & Naets (2015) used the web corpus ENcow14 (http://corporafromtheweb.org/encow14/) to analyze statistical collocations in the Longitudinal Database of Learner English (LONGDALE, Meunier, 2015).

The main objective of this study is to investigate the role of the reference corpus in LCR studies of statistical collocations in learner writing. It is driven by the following research questions:

- To what extent are results replicable if another reference corpus is used to calculate association scores?
- Depending on the learner corpus data investigated, should we use a general reference corpus or a specialized corpus to compute association measures?

To answer our research questions, we replicate the method used in Paquot & Naets (2015) and Paquot (forthcoming a & b): we extract relational co-occurrences (i.e. adjective + noun, adverb + adjective, adverb + verb and verb + direct object relations) from dependency parsed versions of the BNC, ENcow14 and L2RC and compute their mutual information (MI) scores with the Ngram Statistics Package (NSP). We then use MI scores computed on the basis of the three reference corpora to analyze the same relational co-occurrences in learner texts rated at different CEFR levels (i.e. B2, C1, C2) sampled from ICLE and VESPA. We compute mean MI scores for each dependency relation in each learner text (cf. Bestgen & Granger 2014) and compare their distribution across proficiency levels. Distributions in the CEFR-based learner data sets are tested for normality and accordingly compared with ANOVAs followed by Tuckey contrasts or Kruskal-Wallis rank sum tests followed by pairwise comparisons using Wilcoxon rank sum tests.

Preliminary results confirm previous research by demonstrating that the more advanced learners use more native-like collocations irrespective of the reference corpus. However, MI scores computed on the basis of the three different reference corpora seem to reveal different aspects of phraseological proficiency in learner writing, most notably the use of general vs. genre-specific collocations.
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Visualising corpora using Geographical Text Analysis: (Un)employment in the UK, a case study

Geographical Text Analysis (GTA) is way of analysing language which focuses on the geographical locations referred to in texts. GTA centres on corpus analysis and involves the manipulation of concordance lines. Once a corpus has been compiled and query terms have been selected, concordance lines are generated and are fed through a software programme known as a geoparser.

Geoparsing involves the automatic detection of place names occurring within a set span L/R of the concordance node. Once identified these Place Name Collocates (PNCs) are tagged with the geographical coordinates corresponding to that place’s location on the Earth’s surface. The geoparsed output is uploaded into a Geographical Information System (GIS) – cartographic database software – to facilitate the creation of maps. Thus, GTA allows the researcher to visualise their corpus cartographically.
and adds a consideration of physical space to language analysis. Furthermore, these maps, and the data which underpins them, can be compared to other quantitative (and visualisable) sources, such as official statistics and census data.
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**Semantic relations in the genitive alternation**

The genitive alternation is, without doubt, one of the most well-researched cases of grammatical variation to date (for an overview see Rosenbach 2002, 2005, 2014; Szmrecsanyi et al. 2013). Most studies converge on the conclusion that animacy of the dependent contributes most to the explained variation, with weight and discourse status also significant (O’Connor et al. 2013; Börjars et al. 2013).

A small number of studies have argued, however, that the semantic relation that holds between head (*car*) and dependent (*man*) in an example such as *the man’s car* is one of the major determinants governing the choice of variants (see e.g. Gries 2002; Stefanowitsch 2003; Szmrecsanyi 2013). In studies in which the semantic relations involved in the genitive alternation are taken into account, they are generally divided into two larger groups based either on the opposition alienable vs inalienable (see e.g. Nichols 1986:77; 1988: 572–573), or the notion prototypical vs non-prototypical, with the ownership relation being the most prototypical (see e.g. Taylor 1989: 679–84, 2003: 228–31). However, at a finer level of description, there are potentially about twenty distinct semantic relations for which variation seems to be permitted (see Payne et al. 2013). An indication that it might be useful to incorporate this finer level of distinctions into a multivariate analysis is provided by Payne & Berlage (2011), who argue that the effect of semantic relations on the genitive variation is so strong that it results in varying preferences for the *s*-genitive even amongst those semantic relations which have hitherto been considered prototypical. These relations include ownership (*the man’s car*), bodypart (*the girl’s eyes*) and kinship (*the child’s parents*).

In this paper, using data from the BNC and adding to the semantic relations used by Payne & Berlage (2011), we investigate further the extent to which individual semantic relations contribute to predicting the genitive alternation. While Payne &
Berlage (2011) is restricted to five different semantic relations (ownership, bodypart, kinship, interpersonal relation and depiction), this paper adds the following four relations: undergoer (e.g. the interpretation of the book), property (e.g. the girl’s beauty), agent (e.g. the man’s arrival) and creator (e.g. the manager’s agenda). The hypothesis explored is that, rather than there being a coarse distinction between prototypical and non-prototypical relations, there exists a finer-grained hierarchy of semantic relations where ownership is indeed at the top of the list, while depiction (e.g. photo of the man where the man is on the photo) is at the bottom (strongly favouring the of-PP construction while at the same time not excluding the s-genitive variant).

We conclude by proposing a uniform account of the hierarchy, namely that those semantic relations at the top of the list relate to referents that we have most control over (our possessions), whilst those at the bottom involve no element of control at all. This explanation in terms of decreasing degrees of ‘control’ applies not only to cases that allow for variation between the s-genitive and the of-PP construction, but also extends to those that invariably take the latter construction (e.g. glass of water).
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Periodization of constructional productivity in diachronic corpora

Studies of grammatical change typically describe diachronic developments in terms of discrete stages: periods of relative stability and times of shift in the recorded usage of some grammatical construction. In recent work, Gries & Hilpert (2008) proposed a quantitative usage-based approach to this issue, called variability-based neighbour clustering (VNC). VNC is a customized version of agglomerative clustering that consists in aggregating adjacent periods that are closely similar in terms of some quantitative criteria measured on occurrences of a construction in diachronic corpora. The output of VNC is a partition of the time scale into periods that are maximally coherent with respect to the relevant criteria.

Most applications of VNC so far have taken as their basis purely quantitative information: token frequency, type frequency and other measures derived from them, or the frequency distribution of lexemes occurring in a slot of a construction. However, information of this kind does not directly capture qualitative stages of productivity, i.e., the different semantic classes of lexical items used in a construction over time.

This paper presents an extension of VNC that addresses these limitations by drawing on a distributional semantic model as a proxy to word meaning. Drawing on the observation that words occurring in similar contexts tend to have similar meanings, distributional semantic representations approximate the meaning of a word by recording its co-occurrence with other words in a vast corpus (Turney & Pantel 2010). The present approach consists in adding the distributional representations of all words occurring in a construction at different points in time, and using the resulting combinations as input to VNC.
The method is illustrated by two case studies. The first case study on verbs used in the “Verb the hell out of NP” construction (e.g. You scared the hell out of me) shows that the semantic development of a construction does not always match that of its quantitative aspects, like token or type frequency. The second case study on the verbs used in the way-construction (e.g. They pushed their way through the crowd) compares the results of the present method with those of collostructional analysis (Hilpert, 2006). While the results overlap to some degree, in that both methods identify successive periods of productivity during which the construction has gradually attracted more abstract classes of verbs, it is shown that the present approach measures semantic change with greater precision, both regarding the nature of changes and their chronology. In sum, this method offers a promising exploratory approach to capture variation in the semantic range of lexical fillers of constructions and model constructional change.
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Interpreting the world of late modern English medical writing: From I witnessed to it was observed?

In the history of English, the register of medical writing has been established as the spearhead in changing scientific thought-styles (see eg. Taavitsainen and Pahta 1995). Research into this register has shown a shift from logocentric, authority-driven discourse in the late Middle Ages to a more empirically motivated discourse that elevates personal experience over classical authorities in the early modern period (Pahta and Taavitsainen 2011). However, medical writing between 1700 and the late 20th century
has only recently begun to be studied in depth, mainly because of a lack of corpus material suitable for linguistic study. This paper begins to tackle the gap by focusing on medical writing in the 18th century – the century that saw, for example, the first academic journals dedicated to medicine. This paper investigates the use of first-person pronouns and passive constructions in LMEMT, the Corpus of Late Modern English Medical Texts (Taavitsainen et al. forthcoming), a collection of writings in the medical register totaling over 2 million words. The LMEMT corpus provides a tool for analytical assessment of how changes proceed with different paces in different layers of writing, such as in texts written for professional or for lay audiences. For a diachronic perspective, the same searches are carried out in EMEMT, the Corpus of Early Modern English Medical Texts (Taavitsainen et al 2010), and in the Medicor corpus, which comprises of medical texts from the 1980s and 1990s (see Vihla 1999).

The emphasis on empirical, strictly controlled experiments as sources of medical knowledge that developed in the early modern period continues today, but the style of writing has changed: present-day medical writing is very abstract and impersonal, and first-person pronouns are rare (Vihla 1999). By focusing on first-person pronouns, on the one hand, and passive constructions, on the other hand, in these three corpora we will be able to see whether the shift towards modern style begins already in the 18th century. The contexts of use of these features are determined to identify patterns of use, which makes it possible to determine what kinds of medical texts lead the change and how it spreads into various layers of writing dependent on, for instance, audience or genre. At the same time, we will be able to show where conventions already established earlier continue in the late modern period and perhaps even into the present day.
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The life-cycle of a term in mainstream UK news text

We have previously modelled the life-cycle of a word in text (Renouf 2013), identifying the stages of activity and change which it undergoes in a large corpus of UK news text across time. Our objective in this paper is to observe the evolution of a term from a similar perspective. A term is a special case, a word or phrase which names a concept or object within a specialised domain of study or activity. It is a semantically fixed entity at the time of coinage (Sager 1994). Terms vary in kind, from formulae such as H2N2, to classical formations such as infectious mononucleosis, to scientific discoveries like event horizon, to ‘lay’ medical terms like Asian flu, to terms closer to general language, such as mouse or desktop in computing. Within a mainstream newspaper, a term occurs in two main locations: in the publication’s sections of specialised text; or in the general news section if, like HS2, it reflects a real world event or, like PVC, has established its place there over time.

The approach is based on the theory that the life-cycle of a term in diachronic news text will actually differ from that of a word, for a number of reasons. Firstly, terms come into being somewhat differently. A word is typically created by general word formation rules, whereas a term is typically based on a formula, classical roots or linguistic components within a specialised domain, or it undergoes “terminologisation”, combining pre-existing general words to create a specialised meaning, such as standalone or downsize. Secondly, a word typically resides in general text, whereas a term may take one of several paths. If highly specialised, it will probably remain in its rarefied domain, quoted occasionally in general text. If it is less rarefied, a layman’s term, it may move into general use, where its underlying concept will probably acquire a “conceptual fuzziness” (Halskov 2005). Alternatively, a popular term may undergo a process of “determinologisation” (Meyer & Mackintosh, 2000) in everyday use, gaining a new metonymic or metaphorical sense, as with water-cooler, in water-cooler conversation.

In the paper, we shall study a selection of terms, partly informed by the work of Condamines & Picton (2014) and Meyer & Mackintosh (ibid.), and explore their paths through the corpus, observing features of terminological and determinological evolution, including the co-existence of evolving meanings and uses, ‘primary and secondary’ determinologisation, inflectional specificity versus lemmatisation, the creative use of layman’s and specialist terms, and the issue of grammatical change. The description of these features forms the structure of the paper’s findings. The corpus in question is a 1.5 billion-word diachronic collection of Independent and Guardian texts, from 1984-2015, processed by the WebCorp Linguist’s Search Engine (http://wse1.webcorp.org.uk/). It is hoped that this corpus-based, diachronic perspective will help to
clarify the evolution of terms for terminologists and translators, and throw new light on the nature of semantic change in terminology for corpus linguists generally.
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Directive Speech Acts in SPICE Ireland and beyond

This paper offers an investigation of directive speech acts in SPICE Ireland. On the basis of Kallen and Kirk (2012), the study asks which qualitative and quantitative subdivisions are found in directive speech acts in SPICE Ireland and how these may compare to corpus data from other varieties of English, especially British English on the basis of ICE-GB (Nelson, G., S. Wallis, and B. Aarts 2002).

Our aim is to offer a sub-classification of directives in SPICE Ireland in order to determine how direct directives compare qualitatively and quantitatively to indirect directives, and to other directives. Irish English has repeatedly been classified as a variety that is particularly given to avoiding face-threatening acts (Barron 2008, Kallen 2005), therefore a preference of indirect over direct directives could be expected. The paper further aims to compare the results to data from other ICE corpora.
Unfortunately no pragmatically annotated corpora exist for other ICE varieties, therefore we approximate by using a machine learning approach.

Thus the proposed paper will first extract directives from relevant subsections of the pragmatically annotated SPICE Ireland corpus (Kallen and Kirk 2012). The focus will particularly be on unscripted interpersonal communication, such as classroom discussions, face-to-face conversations, broadcast discussions and telephone conversations, and collected examples will be evaluated manually. The extracted data will be classified into different categories as discussed by Kallen and Kirk (2012: 30), who find directives in the form of direct orders, partly with speech act verbs such as order or command, as well as indirect directives in questions and tag questions. Further instances will be found in contextually determined directives such as

1. So that’s the sixteenth of August then that Tuesday <P1B-002$B> (Kallen and Kirk, ibid.)

which stems from classroom discussions and, even though it is not formally marked as an order, the content determines a hand-in date for student essays and thus constitutes a directive (Kallen and Kirk, ibid.).

Second, a machine learning approach is used to determine the approximate counts of directives in other varieties of ICE, and we then compare the results to the data from SPICE Ireland. For this, we apply a bag-of-word-model and use state-of-the-art algorithms such as logistic regression, and evaluate its performance. This allows us to also offer a preliminary qualitative and quantitative comparison of directives in the two selected ICE corpora. In this, the paper also answers Barron’s (2008: 58) call to compare directness on the level of speech acts.
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Preposition Overload? Examining the Use of Prepositions by Korean Speakers of English

Even though English is learned as a foreign language in South Korea it has a very profound status in the society: Not only is it recognized as the language of prestige and social advancement (see e.g. Park 2009) but it is also very visible within the country (cf. the influences of English on the Korean language as documented for example by Shim 1994). English in South Korea has so far mainly been investigated from a qualitative point of view and despite a plethora of studies on English language use on television, popular music, advertising and the linguistic landscape, next to a number of studies on language attitudes, large-scale investigations employing thorough corpus linguistic methods are still lacking (for a notable exception see Hadikin 2014). In this study, I employ the new Spoken Korean English Corpus to investigate the use of prepositions by Korean speakers of English. The corpus consists of 60 hours of spoken conversational material between 115 young educated Korean speakers of English and the researcher which as transcribed text amounts to ca. 300,000 words (excluding interviewer speech). The spoken nature of the corpus makes it ideal to observe trends and emerging patterns as “oral performance is less constrained and less conservative than written styles, so this is where innovations are most likely to surface” (Schneider 2004: 247).

In previous research, the overuse of prepositions has rather anecdotally been identified as a feature of a potential Korean English variety (Shim 1999). However, this study shows that variation in the use of prepositions by Korean English speakers is threefold, as 1) plus-prepositions, 2) minus-prepositions and 3) swap-prepositions (i.e. one preposition standing instead of another) can be found. Frequency-wise, minus-prepositions are the most commonly found variant in the corpus, followed by swap-prepositions. Plus-prepositions, the starting point of the investigation, are the least numerous in the data and, overall, seem to play only a minor role compared to the number of prepositions overall. Additionally, this study also identifies different contexts in which the previously mentioned variants of preposition use occur. For example, plus-prepositions occur as part of new multi-word verbs or in combination with a limited range of adverbs (e.g. home, abroad) whereas prepositions are most frequently omitted after verbs of movement such as go and come or when they are part of fixed multi-word verbs.

The results can be related to a number of insights from research in other contexts, as the innovative use of prepositions has been attested in the field of World Englishes (e.g. Sand 1999, Zipp 2014), English as a Lingua Franca (e.g. Cogo and Dewey 2012) and Second Language Acquisition (though there usually termed ‘error’ rather than ‘innovation’; e.g. Alonso Alonso, Cadierno and Jarvis 2016).
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Sentence length, genres and grammatical obsolescence

The present paper uses a wide range of corpus data to test a widely held assumption that sentence length in written English has been steadily decreasing over the past few centuries. For more than a hundred years, empirical studies have shown that this claim is not entirely speculative, but at least partly based on linguistic fact. To the extent that sentence length is a correlate of syntactic complexity, it must be included in comprehensive studies of recent grammatical change.

More than one hundred years ago, Lewis (1894: 34) concluded that “the English sentence has decreased in average length at least one-half in three hundred years”. In a much more recent study Schneider (2002) reports that the sentence length in newspaper news has decreased by an average of 15 words since 1700. Fries (2010) shows a decrease of approximately 10 words during the 18th century in the London Gazette,
while Westin (2002) provides statistically significant evidence for this effect in a wide range of English newspapers, such as The Times, Guardian and Daily Telegraph, in time period 1900-2000.

As can be seen, most research on sentence length has been based on newspaper data. The present paper, by contrast, offers a comprehensive analysis of the decrease in sentence length in the time period of 1800-2000, which is based on all the textual genres covered in the Corpus of Historical American English (COHA), i.e. Fiction, Non-Fiction, Magazine and Newspaper and one sub-genre – Play & Script (subpart of Fiction), which is used as proxy for spoken language.

The major linguistic aim of the paper is to relate changes in sentence length to changes in English syntax. The paper provides a proof of concept of the approach by using the decline in the frequency of the non-finite purpose subordinator in order to as a test case. Sentence length, sentence complexity and the likelihood of occurrence of in order to (rather than any of its less explicit variants) are shown to be interrelated in interesting ways. The immediate focus of the present paper is on a case of grammatical obsolescence. I will, however, argue that the systematic study of variation of sentence length across time and genre is also of interest to cognitive scientists, journalists, and language teachers.
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How long does it take to say *well*? Durations of words in context in CABNC

In this study we investigate the relationship between the durations, functions, and positions of words in conversational speaking turns. The study is based on CABNC (Albert et al. 2015), a collection of files from the British National Corpus (BNC) for which audio files are available (Coleman et al. 2012). What makes CABNC invaluable is the addition of measurements of the discourse durations of roughly 2 million words in the corpus. The measurements are recorded as attribute values in the XML structure of the corpus and can thus be extracted using XQuery, and analyzed statistically using R. Given the timings’ sub-optimal accuracy rate (Renwick et al. 2013) we conducted not only large-scale quantitative but also in-depth qualitative analyses. The analyses were centred around the hypothesis that the duration of words increases over the speaking turn.

We examined more than 60,000 turns divided into subsets of turns ranging in length from three to ten words. We found two consistent patterns across all subsets. First, the duration of the turn-first item is greater than the duration of the turn-second item. Second, the durations of words see a consistent increase from the second position to the final position of the turn. To account for the two patterns we examined a random sample of nine-word turns and re-analyzed all the words’ durations using Praat. The qualitative turn-by-turn analysis largely confirmed both the durational ‘burst’ in turn-first position and the consistent increase in durations over the turns. To account for the findings we discuss a number of explanatory hypotheses. They include an increase in phonemic size (cf. Zipf 1965), the end-focus maxim (Leech 1983), turn-final syllable lengthening (Levinson & Torreira 2015), and turn-end projection design. Finally, we also found significant differences in the duration of ‘well’ depending on its function and position in the turn, with speakers shortening ‘well’ used as a ‘turn-preface’ (Heritage 2015) while lengthening it when using it in a grammatical function as a an adverb.

The study may have important implications for the linguistic and conversation-analytic understanding of turn design in that timing of words seems to play a vital role in that design. Also, the study adds duration to the rich tableau of functional facets already discovered for the pragmatic marker ‘well’.
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Corpora and assemblages – accommodating the non-human world

Corpus linguists are well aware that corpus construction entails making a series of decisions about categories – about what is to count as a word, a word class, a text-type, a genre, a speaker from a particular demographic group, or of a named variety, and so on.

Practices relating to classification are also evident in the outputs of corpus analysis. Corpus-assisted discourse analysis highlights, for example, patterns in how people are represented as belonging to particular categories (e.g. ‘refugees’), and differentially depicted (e.g. as ‘floods’) (Gabrielatos & Baker 2008). Indeed, it is often claimed that the discourse ‘constructs’ the objects it names.

This presentation explores issues of categories and classification with reference to discourse, not about human groups but rather about the non-human, using evidence from a specialised corpus comprising texts that are about non-human animals1*. A sub-set of this corpus, of approximately 6 million words, comprises articles featuring a wide range of kinds of animal, published in journals concerned with biology, veterinary and environmental science etc. We used a bespoke script in R that enabled us to tag every instance of animal naming terms with a specific symbol so as to retrieve them for analysis. This facilitated identification of the most frequently named animals, while further analysis, using AntConc, TagAnt and Sketch Engine (Anthony 2015), was of the linguistic means by which these animals are depicted variously as integral beings, as components of larger collectivities, and as anatomised and segmented. Syntactic and phraseological patterns identified through corpus analysis also reveal how these animals – and parts of their bodies – are represented as featuring in human enterprises.

This corpus assisted discourse analysis draws on a theory in which there is a growing interest within the social sciences. ‘Assemblage theory’, which derives primarily from the work of Deleuze and Guattari, has recently been developed and modified, principally by Manuel DeLanda. Whereas the theories on which the social sciences conventionally draw tend to have an implicit anthropocentric bias, this is less the case with the ontology of assemblage theory, which assumes the heterogeneity of all assemblages and the importance of relations between them. In the case of living organ-

1 This research project ‘People’, ‘products’, ‘pests’ and ‘pets’: the discursive representation of animals is funded by the Leverhulme Trust (RPG 2013-063)
isms, these relations include the material resources and processes that enable them to grow and flourish (air to breathe, food to eat etc.), even while they move towards death and decomposition. In the case of language, DeLanda (2016) proposes that ‘linguistic entities operat[e] as variables of a collective assemblage’. Thus the concept of assemblages, at different scales, is applicable across the range of complex and ever-changing phenomena that exist in the physical, natural, social - and semiotic - world.

In this paper, we aim to demonstrate how viewing our corpus findings from an assemblage perspective can lead to new insights into the linguistic construal of the natural world.
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Grammaticalization and subjectification as correlated processes? Diachronic developments of the concessive prepositions in spite of and despite in British and American English

Building on work by Rissanen (2002), this paper traces developments of the concessive prepositions in spite of and despite in British and American English from the early seventeenth century to the present day. The leading questions are: (i) When did despite become more frequent than in spite of, (ii) did the changes begin earlier or proceed more rapidly in BrE or AmE, and (iii) were changes in frequency accompanied by changes in semantic or pragmatic functions? Analyses are based on corpus data from
ARCHER (cf. Yáñez-Bouza 2011), COHA (Davies 2010–), the extended Brown family of corpora (c.f. Baker 2009), and the Hansard Corpus (Alexander & Davies 2015–).

There is a steady increase in the frequency of both prepositions up until the middle of the twentieth century, which then continues and speeds up in *despite*, while *in spite of* begins to decline again. This shift in preference is argued to result from a process of specialization in ongoing grammaticalization within the domain of concessive prepositions (e.g. Hopper 1991). The change happens earlier and is more dynamic in American English. Over the last 150 years, both prepositions were very predominantly used in so-called ‘content concessives’ (Sweetser 1990), in which there is some presupposed real-world negative conditional or causal relationship between propositions – a so-called topos (cf. Azar 1997) – that remains unrealized. In (1), the topos is based on the expectation that an agile person will normally (but not in this case) be able to escape from a dangerous situation and save himself.

(1) Despite the remarkable agility of the Sioux, he could not save himself [...]. (COHA, 1889, fiction)

However, the data reflect a slow-moving but clearly directional semantic change, whereby *in spite of* and *despite* become more likely to be used in so-called ‘speech-act concessives’ (again cf. Sweetser 1990), as illustrated in (2): One of the two propositions contrasts with, corrects or qualifies the other, not based on a clearly identifiable topos but by taking an alternative pragmatic stance. Such constructions are often argued to be more subjective, since the proposition carrying the concessive marker is not an ‘objective’, generally understood real-world obstacle to the main-clause proposition but modifies the speech-act presented there (cf. Crevels 2000). In this case, simultaneously reporting a smiling expression and a serious tone of voice suggests two conflicting interpretations of a single situation.

(2) In spite of Jim’s smiling way, there was something serious-sounding in his voice [...]. (ARCHER, AmE, 1948, fiction)

Concessives of another type identified by Sweetser, so-called ‘epistemic concessives’, are rather rare in the data and seem to play a marginal role at best.

The evidence suggests that there is indeed what Traugott (1995) calls subjectification in grammaticalization, i.e. subjectification concomitant of grammaticalization. However, the semantic change progresses much more slowly than frequency changes, which were interpreted as symptoms of grammaticalization. The two processes may be related, but they do not seem to be tidily aligned; rather, subjectification follows grammaticalization.
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**Using intensifier-adjective collocations to determine mechanisms of change**

This study takes a corpus-based approach to examining co-occurrence patterns of amplifying intensifiers and adjectives (cf. 1) based on two components of the International Corpus of English (ICE). From a language variation and change perspective intensifiers are particularly interesting as they play a crucial part in the “social and emotional expression of speakers” (Ito & Tagliamonte 2003: 258) and because intensifier systems are prone to change (Ito & Tagliamonte 2003:257; Quirk et al. 1985:590).

The study of bigram collocations, i.e. co-occurrence patterns, of intensifiers and adjectives utilizes data from two distinct regional varieties of English, New Zealand English (NZE) and Irish English (IrE), which differ markedly with respect to ongoing changes in their intensifier systems: while VERY is receding in both varieties,
REALLY is increasing in frequency in New Zealand English in apparent-time leading D’Arcy (2015) to hypothesize that REALLY is replacing VERY, while REALLY is not increasing in apparent-time in Irish English thus showing that REALLY is not replacing VERY.

(1) a. It’s a very elegant technique (ICE NZ: S2A-038)
   b. oh wow that’s really cool (ICE NZ: S1A-096)
   c. she looks bloody old in that picture any rate (ICE NZ: S1A-096)

The assumption underlying the present study is that lexical replacement requires two variants to exhibit similar collocational profiles while this should not be the case if the processes of increase and decline in apparent-time are independent.

Given the two distinct trajectories of REALLY in NZE and IrE, this would predict that REALLY and VERY show very similar collocational profiles in NZE while their profiles in IrE should be distinct.

To extract all adjectives, the corpus data was POS-tagged by implementing a maximum entropy part-of-speech tagger. For each adjective, it was determined whether or not it was intensified and which type of intensifier occurred. The statistical analysis applied the principle of accountability and used correspondence and cluster analyses to investigate the above stated hypotheses by determining similarities between collocational profiles of intensifiers and adjectives. Additional configural frequency analyses (CFAs) were used to determine whether co-occurrence patterns were associated with specific age groups as the co-occurrence patterns among younger speakers should differ from the patterns observed among older speakers.

The results of the statistical analyses show that the co-occurrence patterns of REALLY and VERY in NZE are indeed similar thus indicating lexical replacement while the co-occurrence patterns of REALLY and VERY in IrE are distinct which would explain why REALLY is not successfully replacing VERY in this regional variety.

The similarity of the co-occurrence pattern of VERY and REALLY in NZE pose the question of whether there is a more general, cross-varietal trend at work in lexical replacement which underlies the restructuring of the intensification system across varieties of English.
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MERGE: A new recursive approach towards multiword expression extraction and four small validation case studies

In this paper, we introduce a new bottom-up approach to the identification/extraction of multi-word expressions (MWEs) in corpora. This approach, Multi-word Expressions from the Recursive Grouping of Elements (MERGE), is based on the successive merging of bigrams to form word sequences of various lengths; the selection of bigrams to be ‘merged’ is at present based on the use of the log likelihood measure but other association measures can also be used. We discuss how the method is applied to corpus data and, to test/validate its performance, we discuss four different validation studies.

First, we applied the algorithm to the Santa Barbara Corpus of Spoken American English and ICE-Canada to identify MWEs that, according to MERGE, are ‘good’ and ‘worse’ MWEs and then had native speakers of American English rate them on a Likert scale for how much the MWE stimuli constituted “a complete unit of vocabulary” to see whether the native speakers reproduced the results of our algorithm. We analyzed the ratings with a linear mixed-effects model that also accounted for the MWEs’ lengths and found that MERGE’s output indeed distinguishes significantly between ‘good’ and ‘worse’ MWEs.

Second, we compared the output of MERGE when applied to the above corpora to the output of Brook O’Donnell’s Adjusted Frequency List by having (different) native speakers rate them on a Likert scale again; a linear mixed-effects model found that the MWEs returned by MERGE score significantly higher than those returned by the AFL.

Third, we applied both MERGE and AFL to the complete spoken component of the BNC to determine how well both methods can identify 388 expressions that the compilers of the BNC decided to tag as multi-word units (using the `<mw>` tag). We took the top 10,000 items from either approach and used one-tailed binomial tests to see whether MERGE would perform better than AFL on this task (given the previous case study); testing in both directions (against both baselines), we found that MERGE found significantly more BNC multi-word units than the AFL, and the AFL found significantly fewer BNC multi-word units than MERGE.

Finally, we explored MERGE’s performance using L1-acquisition corpus data. We ran MERGE on both the adult and the child utterances of the Lara and Thomas corpora from the CHILDES collection. Specifically, we split adult and child data into an early (the first $2/3$) and a late part (the last $1/3$) and compared the MERGE scores of the adult MWEs that the children used in the late partition to the MERGE scores of the adult MWEs that the children did not use later. A linear model again controlling for
both the MWE lengths and which child’s data we were exploring found a significant interaction of MWE length, MWE strength of association, and child, but showed that MWEs with higher MERGE scores are indeed those that children are more likely to learn even when length is controlled (with slight differences across children).

We conclude by integrating all results, discussing their implications, and suggesting future analyses.
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**Developing local grammars: A pattern-based approach**

Local grammar research has been gaining increasing popularity in the linguistic community (e.g. Hunston & Sinclair 2000; Barnbrook 2002; Bednarek 2008; Su 2015, 2017; Cheng & Ching 2016; Warren & Leung 2016). This tradition of research has both theoretical and practical significance. Theoretically, the exercise of local grammar analysis itself can offer insights into the relationship between lexis, meaning, and grammar; and practically, local grammars developed for each meaning area can be used to assist automatic extraction of units that are associated with that meaning (Barnbrook & Sinclair 2001; Bloom 2011).

Currently, research on local grammars has mainly focused on one particular meaning or discourse function; for example, efforts have been made to develop local grammars of evaluation (Hunston & Sinclair 2000; Hunston & Su forthcoming), definition (Barnbrook 1995, 2002), disclaiming (Cheng & Ching 2016), and so on. These studies are certainly valuable because they contribute significantly to a comprehensive description of the chosen meaning or function. The problem, however, is that such research is restricted in the sense that it only contributes to local grammars of this and/or that. In addition, since the local grammars were developed by different researchers, the analytic methods and coding systems used in these studies differ sharply from one another. This then raises the question as to how can local grammars be developed more systematically and consistently?

This paper addresses this question and proposes an approach that takes grammar patterns as its starting point to develop local grammars. The rationale behind this approach is the observation that patterns and meanings are associated (Hunston & Francis 1999). Specifically, since words occurring in a pattern can be classified into a limited set of meaning groups, each pattern can be analysed using a limited set of local grammar patterns, with each set of local grammar patterns accounting for
one meaning group. This paper, then, reports a preliminary study of 5 verb patterns selected from Francis, Hunston and Manning (1996), aiming to show the feasibility of using a pattern-based approach to develop local grammars. These patterns are V n to-inf., V n that, V n about n, V n in n, and V n of n.

Using examples from Francis et al (1996) and the Bank of English, the analyses show that instances of each pattern can be analysed using a few functional elements associated respectively with each meaning. Provided that all patterns have been analysed, local grammar patterns of each meaning can then be generalised and grouped together. In doing so, cumulative coverage of the description of different meanings, and ultimately a generalisation of semantic descriptions, can be achieved. In this sense, it can be argued that a pattern-based approach is useful for developing systematically and consistently a set of local grammars that can be used to account adequately for language in use.
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Golly, Gosh and Oh my God! What dialect corpora can tell us about swearwords

According to 18th century doctrine, the name of God should be used sparingly and reverently, without familiarity, and not used in daily life (Gibson 1760:7). In subsequent centuries the same words came to be used to intensify utterances (Joseph 2006:134), and in the 20th century the use of swear words generally has become championed as features of self-expression and human bonding (e.g. Adams 2016). Among innumerable swear words, the use of expressions and euphemisms of “God”, henceforth “G-words,” are particularly colourful.

In this study, we conduct a comparative cross-variety investigation of G-words, as in (1-5), in a large compendium of dialect corpora from Ontario, Canada.

1. By gee, we thought it was crazy in a way you-know but by golly it paid off. (J. Mcleech, b. 1899)
2. Geez like with that Canadian accent. (J. Ponce, b. 1984)
3. Well, Christ, we’ll freeze to death in this damn house. (B. Leblanc, b. 1937).
4. Oh God it was cold up there. (C. Winter, b. 1924)
5. Oh my God, it was just too expensive. (B. Mastersen, b. 1961)

The dialects contrast by urban vs. rural, population size, and distance from a large urban centre, permitting insight into this variation across geographic space. Because the corpora are generationally (individuals born between 1879-1999) and sociolinguistically stratified, we can examine change in apparent time and according to social factors. Moreover, with N= 2286 tokens of innumerable G-words, there is sufficient data for comparative sociolinguistic techniques and statistical modelling (e.g. mixed effects regression).

The results expose a number of striking findings. Using apparent time as a proxy for historical change, we discover that G-words have undergone remarkable shift across the 20th century. Rural communities show retention of euphemisms such as golly, gee(z), and gosh, and there are notable social contrasts to their use: Females favour gosh while males favour gee(z), and euphemisms are used more by less-educated speakers. Variants with God are not only predominant in the urban centre, they seem to encompass societal change across the whole territory. Younger speakers in every community shift towards non-euphemistic practise beginning in the 1930’s and increasing after WWII. However, this shift is not entirely lexical replacement. Where
once individuals used *God* in collocations such as *Praise God* or *Thank God*, people born in the early 1960’s onwards are using *God* in one collocation in particular: *Oh my God* (N=611). A fascinating correlate is that, as with many changes, this is being lead by higher-educated women who have white-collar jobs. This suggests that there has been a change towards a greater acceptance of the actual ‘G-word’ itself in contemporary society.

Taken together, these results highlight how synchronic dialect data reveal linguistic adjustments as well as cultural adaptations. Once “enlisting God in our verbal behavior” (Adams 2016:23) was only for oath-taking with euphemisms gradually evolving for expressive purposes. However, in the late the 20th century, euphemisms are no longer preferred. Instead, *God* is used indiscriminately as a secularized expression of emotional intensity.
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**Past tense and plural omission as potential means to avoid redundancy in Singapore English: Insights from corpus data and a perception experiment**

According to Trudgill (2001: 372-373), loss of redundancy reduces complexity in language contact settings. For the contact variety Singapore English (SgE), it has been stated that the past time reference is often indicated by means of time adverbials and not through verbal inflection in colloquial speech (e.g. Bao 1998: 163). Inflectionally unmarked nouns with plural reference have been shown to occur both in the presence (e.g. Wee & Ansaldo 2004: 64) and in the absence (e.g. Ho & Platt 1993: 22) of quantifiers (compare also Ziegeler 2015: 182-183).
This paper investigates the impact of preceding time adverbials with past time reference on lack of inflectional past tense marking in verbs and the impact of preceding quantifiers with plural reference on lack of inflectional plural marking in nouns for SgE. It is hypothesized that preceding time adverbials and quantifiers trigger the production and facilitate the perception of inflectionally unmarked verbs and nouns among SgE speakers because they make the inflectional affixes redundant.

As production data, the spoken parts of ICE Singapore were used. For random samples of 20 regular verbs ending in a vowel and 20 nouns, the degrees to which the target forms lack their inflectional affixes were identified in general and in the presence of a preceding time adverbial and quantifier in particular. Only verbs ending in a vowel were chosen to exclude final consonant cluster reduction as an explanation for the missing -ed suffix. The perception of the same sample of verbs and nouns in the presence and absence of a time adverbial or quantifier was tested by means of a web-based perception experiment that comprised a self-paced reading task and an acceptability judgment task. Speakers of American English (AmE) and British English (BrE) served as the control group.

The corpus analyses reveal low rates of lack of past tense marking (compare Gut 2009: 266) and plural marking (compare Deterding 2007: 42-44) and show that the majority of the unmarked verbs and nouns is not preceded by a time adverbial or quantifier, respectively. For the experimental data, linear mixed effects models indicate that speakers of SgE read verbs that lack inflectional past tense marking (and the words directly following them) faster than the control group, irrespective of whether a time adverbial precedes the unmarked verb or not. They also judge the unmarked verbs better (particularly when a time adverbial precedes them). Nouns that lack inflectional plural marking are read faster and judged better by the SgE speakers than by the control group, when they are not preceded by a quantifier with plural reference.

The findings indicate that preceding time adverbials and quantifiers do not trigger the production or facilitate the perception of the inflectionally unmarked verbs and nouns in the sample to the expected degree. Irrespective of their presence, past tense and plural omission is relatively rare but salient enough to be familiar to speakers of SgE.
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What a transformation! On what’s development from identity to degree

This paper reports on a diachronic data study of what, charting both its identifying (1) and degree readings (2). In doing so, this paper aims to verify two hypotheses available in the literature, i.e. Bolinger’s (1972) classic shift from identification to intensification and Siemund’s (2015) recently posited gradient of clause types.

(1) What tools would be required? (CLMET3_0_3_312.)
(2) What a delightful surprise! (WB brbooks)

Bolinger (1972: 61) hypothesized on the basis of synchronic observation a productive pathway of change for elements of the English noun phrase leading from identification to intensification, i.e. from determiner to degree modifying functions. This shift has already been examined in detail and confirmed for such, both synchronically (e.g. Mackenzie 1997) and diachronically (e.g. Ghesquière & Van de Velde 2011). Despite Bolinger’s (1972: 91) assertion that the interrogative determiner what has “undergone a similar shift in an extensible sense”, this has yet to be verified. So far, focus has generally been on the determiner function of what, with its intensifying uses having only been studied synchronically and their development speculated upon. A potential reason for this gap in the literature becomes clear upon looking into any comprehensive grammar, as what’s intensifying function is rarely recognised outside of its role in the exclamative clause, the prime syntactic expression of extreme degree, as in “what a wimp!”. Degree readings of other clause types involving what, as demonstrated in (3) and (4), are rarely included in the discussion.
(3) Grace, do you hear what heresy Fanny has been learning? Why, the proportion of ozone in the air here has been calculated to be five times that of even Aveton!

(CMET3_0_3_197)

(4) ...houses much like his own, except that...they were terraced and what gardens they had were hidden by high walls (WB brbooks)

The principal aim of this study is to verify if what follows the proposed pathway of development, from identifier to intensifier. This will be achieved through a diachronic data study of written British English, from 1500 to the present day, using the Penn-Helsinki Parsed Corpora of Middle English and Early Modern English, the Corpus of Late Modern English Texts 3.0, and the British books section of the Wordbanks Online Corpus. For each 70-year period 300 random examples were analysed. Parameters taken into account include collocational behaviour, clause type and direct vs. indirect speech.

Through an analysis of the clause types in which what expresses degree, this study also sets out to verify Siemund’s (2015: 723) cline of clause types, a gradient of major to minor clause types, rather than the traditional “positions of binary opposition”. Major clause types, such as the declarative, can convey almost any illocutionary force, whereas those at the other end of the cline, such as the exclamative, are said to be “considerably more restricted functionally” (Siemund 2015: 723). This gradient concept supports currently accepted restrictions placed on exclamative clauses, namely that they can only receive a degree reading (Rett 2011: 417) and are severely limited in their potential syntactic structure. The gradient also however allows for more flexibility and pragmatic use of language. As well as testing Siemund’s cline in terms of the availability of degree readings across clauses, this paper tests the validity of the current focus on intensifying what as a part of the inherently evaluative exclamative clause, allowing us to evaluate what’s role as a degree modifier outside of this context.
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Amplifier-adjective 2-grams world-wide: focus on pretty

Among the most prominent means of intensifying in English are amplifiers modifying adjectives. For the past few decades, very (1), really (2) and so (3) seem to have shared the top slots in terms of relative frequency. Pretty (4) is a relative newcomer, mostly associated with American English (Biber et al. 1999).

(1) when they’re going off to relax in their very nice cottages in the countryside (GH G)
(2) It makes you feel really cool and powerful! (AU G)
(3) So glad this collection has been preserved. (US B)
(4) and im pretty sure you hav no proof at all that the earth is 4.3b years old? (sic; HK G)

Previous studies have analysed the historical development of amplifiers (Gonzalez-Diaz 2008, Mendez-Naya 2008), preferences according to genres and (major) varieties (Biber et al. 1999). Most attention has been paid to variation and change in the system and the role of social factors in it, where notions such as “recycling” (Ito & Tagliamonte 2003, Tagliamonte 2008) and rapid change (Barnfield & Buchstaller 2010, Macauley 2006, Tagliamonte & Roberts 2006) are emphasised.

This paper uses data cumulated from GloWbE (Davies 2013; cf. Davies & Fuchs 2015) to contrast and compare six major English-speaking regions (US, GB, Australia/New Zealand, Indian subcontinent, South East Asia, Africa) with regard to

(1) their distributions and preferences concerning amplifier use, including statistical analysis for all top 10 amplifier-adjective pairs
(2) their preferred amplifier-adjective pairs
(3) the collostrstructional/collexeme status (Gries & Stefanowitch 2004) of these pairs vis-à-vis each other and for same pairs across varieties
(4) the impact of adjective frequency on amplifier-adjective collexeme status.

Overall distributional preferences show some regional patterning (e.g. the same four amplifiers form the top 4 in the same order in all regions), but do not confirm earlier assumption regarding e.g. the spread of so (Tagliamonte & Roberts 2006). Rather, they indicate that results should not be generalised across amplifiers or adjectives, but maximally across amplifier-adjective pairs (examples (1) to (4) represent some typical 2-grams). A comparison of low-, mid- and high-frequency adjectives in amplified contexts shows that increased adjective frequency leads to increased cueness/collexeme status. Collexeme analysis of 150 amplifier-adjective pairs also discloses broad international similarities but also regionally distinctive sub-patterns.
The status of *pretty* as an amplifier differs considerably around the world: for one, *pretty* has clearly left behind its US origins and has spread both regionally and semantically, combining with an increasing number of absolute adjectives (such as *perfect, unique*). Interestingly, however, although certain regions are clearly not *pretty* territory, certain 2-grams nevertheless share outlier status world-wide (primarily *pretty good*). Results presented in this paper not only add to our knowledge of amplifier use in (varieties of) English, but also indicate that it is time to look beyond the individual word and into larger units such as 2-grams.
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Cromwell’s power had never been so immensely great as at this very moment - The discoursal function of graduation in LModE historiography

Historical events, personae and their actions are the targets of evaluative assessment that are selected on the basis of what historiographers consider significant with regard to conveying their respective conception of historical knowledge. This prioritising and interpretative facet of history writing finds expression in the works composed in the LModE period and can be rendered visible on the interpersonal level: Initially, it was deemed fundamental by many 18th century historians to teach readers moral lessons by overtly presenting their judgments. Scholars of the emerging ’scientific’ historiography considered it more important to convince readers of the plausibility of their interpretations (cf. Hesketh 2011, Martin 2002). In each case the underlying linguistic realisations of evaluative meaning reflect the historiographers’ claim for interpretational sovereignty.

In contrast to the extensive corpus-based research on explicit manifestations of stance in academic discourse (e.g. Biber 2006, Hyland 2005), the genre of history writing still lacks quantitative studies concentrating on the (strategic) use of evaluative language. The purpose of this paper is to explore the discoursal functions of lexicogrammatical resources that can be categorised with reference to GRADUATION (Martin & White 2005). GRADUATION is a sub-system of the SFL-based Appraisal framework, which Goźdz–Roszkowski and Hunston (2016:134) consider “probably the most fully theorised view on evaluative language”. The process of grading evaluative items can be classified by reference to “two axes of scalability”, FORCE (‘intensity’) and FOCUS (‘prototypicality’) (Martin & White 2005:137). This categorisation is ex-
pected to not only permit quantification of scalable evaluative meaning across the different historiographical documents but also to allow for an observation of recurring (genre specific) patterns.

Preliminary findings taken from the ‘Corpus of Late Modern British Historical Writing’ (ca. 1,5m words), which comprises the excerpts of the works of 50 historians, published between 1700 and 1914, suggest a diversified utilisation of grading devices: In (1) the author marks the significance of the proposition by modifying the adjective with a maximizer (Quirk et al 1985:589). Here, the up-scaling to the highest possible intensity might reveal the attempt to align a putative reader with the historiographer’s self-proclaimed interpretative authority. In example (2), almost functions so as to weaken the strength of the negatively charged evaluative phrase. By doing this, the historian confronts the reader with both the recounted and the hypothetical alternative outcome. The retrospective evaluation of historical entities made at the time of the discourse production is characteristic for historiography (cf. Bondi & Mazzi 2009): The up-scaling through highly in (3) illustrates this practice of highlighting new and particularly relevant insights for the reader.

(1) It is however extremely remarkable, that... (Belsham 1805)
(2) in the attack of fort Lazaro the English were repulsed with an almost incredible loss (Bigland 1813)
(3) A knowledge of that tongue must therefore have been highly useful... (Freeman 1872)
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Comparing co-occurrences between corpora

The concept of ‘collocation’ is one of the most fundamental ones in corpus linguistics. Although corpus linguistic approaches are inherently comparative, only a few studies have taken the analysis and interpretation of co-occurrence patterns beyond a single corpus. For example, Gabrielatos and Baker (2008) identify ‘consistent collocates’ across annual newspaper subcorpora describing refugees and asylum seekers. Baroni and Bernardini (2003) focus on collocational difference to compare the extent of collocation between Italian texts and texts translated into Italian. The Sketch Engine Word Sketch function (Kilgarriff et al. 2014) offers a comparison of the collocates of two words between subcorpora (available from www.sketchengine.co.uk). Examples like these highlight the need for formal statistical methods for comparing co-occurrence patterns between corpora.

In this paper, we propose a systematic method to support the analysis of differences in the collocational behaviour of words across corpora. The method identifies statistically significant co-occurrence count differences between two corpora and reports an effect size and confidence interval for each of the identified differences. We
explain the overall methodological approach and give additional detail of important statistical concepts; for example, how a rigorous comparison of co-occurrences requires the consideration of the false discovery rate when carrying out multiple statistical tests. We discuss the challenge of presenting and interpreting the significant results and suggest suitable visualisations and possible pitfalls. Both the method and visualisation tools are made available in an R package and we briefly discuss the implementation using R.

The method we propose will be illustrated using a case study comparing novels by Charles Dickens to other 19th century novels. The focus is on collocations that have been identified as literary relevant collocations for the description of fictional people. This case study is situated within the theoretical context of our corpus linguistic approach to mind-modelling (Mahlberg & Stockwell 2016; Stockwell & Mahlberg 2015). In a comparison of Dickens’s novels against a corpus of other 19th century novels (19C), the 19C corpus is used to model the background knowledge about fictional characters in 19th century fiction that readers might bring to the experience of reading Dickens.

This case study illustrates the application of the method to a concrete research question, the purpose being not to develop the theoretical arguments further but to make the case for the usefulness of the method in a practical context. While we use a case study of literary texts for illustration in this paper we will also indicate how our approach to collocation has implications for the conceptualisation of discourse more widely.
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“There’s different types”: Agreement in there + be existential constructions in Nigerian English.

English existential constructions typically comprise a syntactic subject followed by a form of the verb to be and a notional subject, as in

\[
\text{There is a hole in the bucket.} \\
\text{syntactic subject} \quad V \quad \text{notional subject}
\]

In such constructions, subject-verb agreement is thought to be governed by the notional subject. Studies on different inner-circle Englishes, however, have shown that existential constructions often exhibit non-agreement, particularly in spoken language, where constructions like, “There’s holes in the bucket,” are not uncommon (cf. Meecham and Foley 1994 (Ottawa), Hay and Schreier 2004 (New Zealand) Cheshire and Fox 2009 (London)), so that some researchers have labelled the use of a singular verb preceding a plural noun phrase in existential constructions a “vernacular universal” (Walker 2007: 163).

Among outer-circle Englishes, existential non-agreement has been found to be less frequent than in inner-circle varieties (cf. Jantos 2009, Collins 2012). At the same time, previous studies have focused mostly on Asian and SE Asian Englishes, notably excluding African Englishes. The publication of the International Corpus of English Nigerian corpus (ICE Nigeria) means that this variety may now be included in general analysis.

This paper presents the results of a study looking at agreement in existential constructions in Nigerian English. It compares the spoken and written components of ICE Nigeria and looks at the overall frequency of non-agreement in existential constructions as well as differences between the two registers, before looking more closely at agreement across four ICE text categories: S1A (private dialogues), S1B (public dialogues), unscripted monologues (S2A), and scripted monologues (S2B).

Findings show overall rates of non-agreement in Nigerian English to be 2.68% in written texts and 4.39% in spoken texts, the latter lower than the 12 and 17 percent Jantos (2009) reported for British and American English respectively, though within the range reported for outer-circle Englishes when only S1A is considered. Cross-categorical comparisons reveal patterning similar to that found in ICE Singapore: in less formal, more spontaneous text categories (S1A and S2A), rates of non-agreement are higher than in more formal text categories with a higher degree of planning. Like other outer-circle varieties, Nigerian English further exhibits non-agreement in plural existential constructions, i.e. constructions such as There are a hole in the bucket,
reported as restricted to older, rural speakers, and to past tense constructions in inner-circle Englishes (e.g. Durham 2013, Tagliamonte 1998).

That Nigerian English behaves more like outer-circle than inner-circle Englishes allows us to interrogate the notion of “angloversals” (Mair 2003) more closely. To this end, different constraints acting on non-agreement—plurality, contractedness, and tense—will also be examined, to see whether they are the same as in other varieties. Additionally, rates of non-agreement in other types of constructions will be inspected, in order to ascertain whether the non-agreement, even in comparatively low frequencies, is a feature peculiar to existential constructions, or is instead a general feature of Nigerian English.
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Work-in-progress
Tag question in Spoken BNC2014 Early Access Subset

The *British National Corpus* (BNC) and the British component of the *International Corpus of English* (ICE-GB) have been utilised several times to study the use of canonical tag questions (TQs) in British English conversation. The spoken demographic part of BNC (henceforth BNC1994D) is used by e.g. Tottie and Hoffmann (2006) and Axelsson (2011), and spoken parts of ICE-GB by e.g. Gómez-González (2012) and Kimps (2016). The contraction *innit* (derived from *isn’t it/ain’t it* and therefore also regarded as canonical here) has received a great deal of attention during the last decades, based on data from BNC, the *Bergen Corpus of London Teenage Language* (COLT) and the *Linguistic Innovators Corpus* (LIC) (e.g. Krug 1998, Andersen 2001, Torgersen *et al.* 2011, Pichler 2013, Palacios Martínez 2015). Due to the development of *innit* and as BNC, COLT and ICE-GB reflect English two decades ago and as LIC is restricted to the London area and focuses mainly on teenagers, it is high time to study canonical TQs including *innit* in contemporary conversation throughout Britain.

The study of TQs presented here is based on data from a 5-million-token Early Access Subset of a new corpus of British English conversation: *Spoken BNC2014* (Love *et al.* 2017 fc.). After random thinning, 497 TQs with declarative anchors, DecTQs, (including *innit*) were identified and analysed. As some speakers with very many instances in the dataset skewed the results severely, all speakers with more than 75,000 words were removed, and a subcorpus called BNC2014ER with 362 speakers was created: this reduced dataset contains 238 TQs. The normalised frequency of DecTQs (including *innit*) in BNC2014ER is 2,747 per million words (pmw), i.e. much lower than in BNC1994D: 5,062 pmw. As there were so few instances of *innit* in this dataset, a separate search for all instances in BNC2014R was conducted, resulting in a frequency of just 76 pmw (*N*=203) compared to 396 pmw (*N*=114) in BNC1994D. These low frequencies indicate that both *innit* and other DecTQs are losing ground. However, one may question whether the two BNC corpora are completely comparable for the study of DecTQs since they have been compiled in different ways. BNC2014E uses crowd-sourcing where the requirements of good recording quality seem to favour more focused conversations than in BNC1994D, where the respondents were chosen randomly and told to record all spoken interactions during two days. The low number of *innit* might partly be due to transcription guidelines saying “only use *innit* when you are sure: otherwise either use *isn’t it* or *ain’t it*” in combination with the clearer recordings.

Apart from mere frequencies, the present study also compares formal features, functions and sociolinguistics factors. DecTQs in general are used to similar extents by both genders, whereas men use *innit* significantly more often than women. Tottie and Hoffmann (2006:304) found that, in BNC1994D, speakers older than about 25 used more TQs than younger speakers. The data in BNC2014ER indicates that the cut-off...
between younger and older speakers is now instead around the age of 40. *Innit* is most frequent in the age group 19–29 and then gradually decreases. There are no significant differences as to social grade for DecTQs in general, whereas *innit* is associated with the lower grades.
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Exploring ‘justice’ in parliamentary debates on im/migration through the lens of corpora

The paper is a by-product of a new interdisciplinary research project aiming at critically assessing the European Union’s impact on global justice by looking at different areas and bringing together various disciplines and methodologies. One of such areas is ‘migration’ (broadly including asylum and refugees), an issue which has been raising a number of dilemmas for the EU and its member states concerning justice as it hints at fundamental and possibly conflicting principles within the Union. Although a number of corpus-based studies, from critical discursive analytical perspectives, have focused on representations of migrants and asylum seekers, they have mostly concentrated on newspaper discourse (e.g. Baker et al 2008, Taylor 2014), as well as on discourses of discrimination in different institutional contexts (e.g. Wodak and van Dijk eds. 2000, Kryzanowski and Wodak 2008). Moving from the assumption that justice is a ‘human construction’ (Waltzer 1986), and that different theoretical conceptions of justice are at stake (Eriksen 2016), the paper will attempt to examine discourses surrounding the issue of migration in a wider context of ‘global justice’ looking at data from a corpus of UK parliamentary debates consisting of the complete transcriptions of all the debates held in the House of Commons on the subject of ‘im/migration’ in 2015 - a key year for the migration and refugees crisis in Europe. The analysis combines quantitative and qualitative dimensions of investigation, by drawing on the tools and techniques of corpus-assisted discourse analysis (inter alia, Baker 2006, Baker et al 2008, Baker and McEnery 2015, Morley and Bayley eds 2009, Partington, Morley and Haarman eds 2004, Thompson and Hunston eds 2006). The aim of the study is two-fold. In the first place, it will discuss what (and how) understandings of justice emerge from the discourses regarding ‘im/migrants’ in this particular institutional and political sub-domain of political discourse. Parliamentary discourse is, in fact, a very distinctive and composite type of political discourse regulated by long-standing conventions (Bayley ed. 2004), which may be rightly considered as a privileged site of analysis of the ‘struggle over meanings’ (Miller 1997; see also Bevitori 2005, 2006, 2007). In the second place, it will also reflect on the methodological challenge of analysing complex discursive issues through a corpus-assisted approach.
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How discourse markers cross into writing: Colloquialization and the development of actually

This study investigates how the discourse marker (DM) actually is increasingly adopted into written genres and what functional changes go along with this development. Previous work on the multifunctionality of actually has discussed how it diachronically develops from adverbial senses to “epistemic adversative” senses and further to DM “additive” senses (Traugott and Dasher 2002: 169-170). In synchrony, DM actually has been analyzed primarily in studies focusing on conversational data (Tognini-Bonelli 1993; Smith and Jucker 2000; Clift 2001), which is motivated by the close association that DMs have with oral genres (Schourup 1999: 234). Despite the obvious association of DMs with orality, however, Aijmer (2013) argues that DMs have a meaning potential that allows their adoption into new genres and new functions. This paper will expand on this idea and it will argue on the basis of corpus data that the use of DMs in writing is an example of colloquialization (Mair 2006: 186).

Methodologically, this study adopts the outlook of corpus pragmatics (Rühlemann and Aijmer 2015), but confines this approach to the less visited arena of written texts. In particular, it will concentrate on the uses of actually in the written sections of the COHA (Davies 2010). The first part will compare the data from the COHA and the Hansard Corpus (Alexander and Davies 2015), which allows one to observe actually’s behavior diachronically from the 19th century to the first decade of the 21st century in both written and oral form. Through this comparison, it will also highlight the particularities of actually as used in writing. Furthermore, it is here that it will be demonstrated that in writing particularly there is a general increase in the frequency of use of actually since the second half of the 20th century. The second part of this study will take a qualitative approach and will present an in-depth look into how actually functions in writing in the sentence initial, medial, and final positions. Special attention will be given to actually in the sentence medial position because previous studies of actually have demonstrated that its use in the medial position in writing differs from its use in conversation (Oh 2000; Kallen 2015).

Ultimately the finding that emerges from this analysis is that colloquialization is more than the inclusion of oral elements into writing. As DMs like actually make their way into written genres, their functions adapt to the specific communicative needs of writers. Particularly this work will highlight the marked rise of importance of actually being used to mark clause boundaries and word selection, a practice also demonstrated to be increasingly frequent with the DM well since the later 20th century (Rühlemann and Hilpert to appear). Furthermore, the data demonstrates that sentence medial actually serves the double function of mimicking the conversational-specific functions that have to do with upgrading or correcting terminology used by speak-
ers, while also serving the uniquely written function of signaling a salient syntactical boundary or intentional lexical selection.
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The validity of large data-driven and constructional approaches for the investigation of variable article use in English

Articles are among the most frequently used words in the English language (OED Online 2016). Standard grammars agree on the fact that the definite article is used in front of NPs to express definiteness, whereas the indefinite article expresses indefiniteness. The zero article, on the other hand, gives a conception of a whole class with a general connotation (Quirk et al. 1985; Biber et al. 1999; Huddleston and Pullum 2002). While this distinction seems fairly evident, articles have received considerable critical attention due to their complexity in usage; however, there is still a general lack of research on their (variable) use (but see Tse 2001, 2003, 2004; Yoo 2007; Hundt 2016, in press; Callegaro et al. forthcoming).

This paper builds on automatically annotated and aligned data from Costep (Graën, Batinic and Volk 2014), an improved version of the large parallel Europarl corpus (Koehn 2005). Costep’s refined information about the speakers’ nationality allows for the distinction between original texts and translated material. In a current study (Callegaro, in preparation), Costep enables us to retrieve bare cases, which are notoriously hard to find in English, by using cross-language evidence from German, a language that uses articles frequently (Duden Online 2016). Using German as a starting point permits us to retrieve the contexts in which an article is used and their corresponding aligned parallel instances in English in which an article does not occur. In the present study, a combination of a similar data-driven approach with a Construction Grammar perspective is applied to detect highly variable article use in present-day English. This corpus-linguistic procedure results in a list of head nouns that occur almost equally frequently with or without an article. Based on a qualitative selection, we then narrow down our analysis on variable article use with abstract non-count nouns (e.g. regeneration, education) followed (or not) by the preposition of (e.g. attention vs. the attention of). As also described by Quirk et al. (1985: 286-7), these nouns normally occur as bare NPs, but require an article when postmodified by an of-phrase construction (e.g. She’s studying European history vs. She’s studying the history of Europe and not *history of Europe). The largely data-driven method is thus useful because it “aims to derive linguistic categories systematically from the recurrent patterns and the frequency distributions that emerge from language in context” (Tognini-Bonelli 2001: 87). Furthermore, the constructional approach sheds new light on the topic of language variation (and in particular variable article use), which “has only recently been put on the research agenda of Construction Grammarians, who
are thus relative late-comers” (Hilpert 2014: 185). As Trousdale and Gisborne (2008: 71) state, “corpora can provide empirical support to intuitions regarding the nature of constructions and the number of constructions in the constructional inventory.” Therefore, bringing together these approaches for the investigation of variable article use can be considered a significant empirical contribution to this growing research area.

The present study is thus an assessment of the validity of this empirical method for the analysis of linguistic variation. Moreover, this investigation aims to advance the understanding of variable article use in English from a Construction Grammar point of view, using data from an innovative corpus. Finally, the cross-language setup of this parallel corpus enables us to contrast and compare our findings for English constructions with other languages.
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This WiP will report on a study of the sequence V + closure, where the meaning is achieve „a sense of personal resolution“ (OED). It is situated within the framework of empirical phraseology and Sinclair’s (e.g. Sinclair 1991; 1996) notion of extended lexical units. In addition, it will draw on insights gained from two recent papers by Stubbs (2013; 2014). The latter, in particular, “compares central concepts in the work of John Searle […] and John Sinclair […] and considers whether these concepts are compatible” (Stubbs 2014: 243).

A search for the word closure in the Corpus of Historical American English (COHA) yields a striking result regarding its frequency of use. It has gone from 0 to 5.45 occurrences per million words in approx. 200 years. A sharp increase is especially noticeable between the 1980s and the 1990s (2.53 vs. 4.78 occ. per mill. words).

According to the Oxford English Dictionary (OED), the word is attested as far back as Chaucer and has a wealth of (related) meanings to do with that which encloses or the act of (en)closing or ending. The meaning we are interested in was added in 2006 by the editors of the OED, and reads:

orig. U.S. A sense of personal resolution; a feeling that an emotionally difficult experience has been conclusively settled or accepted. In early use chiefly Psychoanal.

One example is:
The social worker’s goal should be to help bring closure to relationships in such a way as to minimize unresolved feelings and issues.

In his discussion of extended lexical units such as “par for the course” and “smelling of roses”, Stubbs (2014) underlines that “if we could not interpret the connotations of such phraseology, we would not be able to understand how other people interpret the social world and would be permanently socially disoriented” (ibid. 256). This, it seems, ties in with Searle’s notion of how we create and maintain social “institutions” (“objective cultural reality”, Stubbs ibid. 252), e.g. marriage or professorship. We create state of affairs (reality/meaning) when we utter, write and repeat near-equal sequences of words, whether this state of affair is an institution of a more obvious kind or an experience encoded as “coming out smelling of roses” or “bringing closure”. “[T]hey are all social constructs maintained by language” (ibid. 253). What Stubbs misses in both Searle’s and Sinclair’s work is “empirical research – both textual and ethnographic” (ibid. 257), since the units of meaning we are discussing here can be, and most likely are, tied to different categories of speech acts (Searle 1979), can appear in different genres or registers of text and may have a (clear) cultural basis.

Drawing on data extracted from the Corpus of Contemporary American English (COCA), this WiP report will explore V + closure as a speech act of the Directive type and as a an emerging extended lexical unit, where it has the meaning quoted from the OED. The focus will be on the type of verbs closure collocates most frequently with and the pattern’s frequency and distribution in COCA between 1990 and 2015.
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Enhancing corpus data through perception studies – a look at intensifier strength in British and Nigerien English

There is a growing body of evidence showing that patterns of intensifier usage differ between varieties of English, with Biber et al. (1999), for example, reporting differences in intensifier usage between British and American English. Moreover, several studies found that intensifiers occur less frequently in Outer Circle Englishes (with English as a Second Language) than in Inner Circle Englishes (with English as a Native Language): De Klerk (2005) observed that Xhosa speakers of English use a lower number of both types and tokens of intensifiers compared to New Zealand English speakers, while Coronel (2011) showed an overall lower rate but a wide lexical range of intensifiers in spoken Philippine English. Fuchs and Coronel (2011) found lower intensification rates in five Outer Circle Englishes compared to three Inner Circle Englishes, such as between Nigerian English, on the one, and British English, on the other hand.

These and other studies demonstrate regional variation in intensifier usage, but focus exclusively on production. To our knowledge, no previous studies have investigated the perception of intensifier strength, and how it differs

(1) between intensifier types (such as very, really),
(2) between varieties of English,
(3) whether age and gender influence the perception of intensifier strength and
(4) whether syntactic position and the identity of the word that is intensified influence perceived intensifier strength.

Studying differences in the perception of intensifiers has the potential to greatly enrich the quantitative perspective afforded by corpus studies with qualitative findings, permitting a reevaluation of the corpus data. More specifically, while Fuchs and Coronel (2011) found a lower intensification rate in Nigerian compared to British English, it is at least conceivable that perceived intensifier strength (which we conceive of as a linear scale from low to high) is a confounding factor offsetting part of this difference. For example, Nigerians might use intensifier types with greater perceived intensification strength relatively more often than Britons.

To answer these questions, this paper reports the results of a perception study on intensifier strength, and its application to corpus data from the Nigerian and British components of the International Corpus of English (Fuchs and Coronel 2011). 102 Nigerians (all proficient speakers of English) and 52 Britons rated the perceived intensification strength of the 40 most frequent boosters and maximisers in the two
corpora on a ten-point scale. Mixed effects regression models were used to determine whether the factors named above influence perceived intensification strength.

Results show that
1. Age, gender, the identity of the intensified word, and syntactic position (attributive or predicative) do not significantly influence intensification rate.
2. The British, but not the Nigerian respondents, rated maximisers (such as extremely) as having greater intensification strength than boosters (such as very).
3. The Nigerian, but not the British respondents, rated expletives (bloody, fucking) and low frequency intensifier types as having lower intensification strength than high frequency types.

The application of these results to the corpus data shows that, in NigE, intensifier types with relatively high perceived strength are used comparatively more often than in BrE. This suggests that some of the difference in intensification rate between NigE and BrE observed in the production data might be offset by differences in the perception of intensifier strength. We reinterpret the corpus results in the light of these findings, and conclude that a difference in intensification rate persists between the two varieties, albeit at a lower level.
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MI-score-based collocations in language learning research: A critical evaluation

Formulaic language has occupied a prominent role in the study of language learning and use for several decades (Wray, 2013). Recently an even more notable increase in interest in the topic has led to an ‘explosion of activity’ in the field (Wray 2012: p.23). Language learning research (LLR) in both first and second language acquisition has focused on examining the links between formulaic units and fundamental cognitive processes in language learning and use, such as representation of and access to these units in mental lexicon (Wray 2002, 2012, 2013; Ellis et al. 2015). Collocations, a specific unit of formulaic language, hold a prominent position in LLR, having been used in a number of studies on formulaicity in L2 (Schmitt 2012). The corpus-based measures for identifying collocations (i.e. association measures) in these studies are of paramount importance as they directly and significantly affect the findings of these studies and consequently the insights into language learning that they provide. One of the most prominent and frequently selected association measures in these studies is the Mutual Information score (MI-score), often referred to as a measure of collocational ‘strength’ (c.f. Hunston 2002).

While the MI-score has been a useful measure in LLR, there are also several issues related to its use (Gablasova et al. forthcoming 2017). First, the rationale behind the selection of the MI-score in studies on formulaic development is not always fully transparent and systematic (González Fernández & Schmitt 2015) and often motivated by tradition rather than by specific aims of a given LLR study. Second, alternative measures are rarely considered and their relevance to LLR is not further examined (Gilquin & Gries 2009). Finally, the application and interpretation of the MI-score in LLR suggests that a fuller understanding of the mathematical and linguistic principles on which the measure is based is needed in LLR studies (e.g. an understanding of what type of collocations receive higher MI values and the reasons for this). This understanding would enable a better interpretation of collocational patterns found in L2 production.

In order to address these issues, the paper seeks to achieve the following objectives: i) to place the MI-score in the context of other similar association measures and discuss the similarities and differences directly relevant to LLR; ii) to propose general principles for selection of association measures in LLR. The study examines these questions using data from several corpora and sub-corpora (e.g. the BNC and the Trinity Lancaster Corpus of L2 spoken English). Using these corpora, we examine the
linguistic patterns identified by the MI-score and contrast them with other association measures (e.g. Log Dice) paying special attention to how collocational patterns (i.e. collocational strength) changes according to different measures used.
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Funny that you should say that: On the use of semi-insubordinate clauses

Insubordinate clauses have received increased interest in recent years (e.g. Evans 2007, Mithun 2008, D’Hertefelt & Verstraete 2014) with the term being applied to a wide range of different constructions including so-called semi-insubordinate constructions as in (1) (Van Linden & Van de Velde 2014, Sansiñena 2015), which have received little attention in English.

(1) a. Well, funny you should ask, Florence. (COCA:1999:SPOK:NBCToday)
   b. Strange that Lucinda should not want to stay in London (BNC:CEH W fict)
   c. Shame Tom wasn’t in (BNC:KC7 S conv)

The aim of the present paper is two-fold: (i) to investigate the formal and functional properties of these constructions and (ii) to critically examine whether they qualify for inclusion into the category of insubordination, as has been suggested by Van Linden & Van de Velde (2014). The database for the study is provided by a range of different corpora, notably the British National Corpus, the Corpus of Contemporary American English and the Corpus of Historical American English.

It is possible to distinguish a number of different formal subtypes based on the syntactic category of the initial predicate (adjective, noun) and the type of complement clause (that, zero, how, to-infinitive, -ing clause), which in turn relates to different uses of the construction. Functionally, the construction is shown to be used in different ways with the prototypical function being that of a subjectivising presentative construction, where the complement clause conveys new information (often introducing a new discourse topic) which is anchored in subjective speaker perspective expressed by a prospective matrix predicate. Depending on the syntactic and/or prosodic form of the complement clause the new information can be presented either as new or known (presupposed).

In terms of grammatical modelling it is argued that the construction does not fulfil the structural criterion of syntactic independence and is there best treated not as instance of insubordination but as an ellipted it-extraposition (or adjective complement construction) with which it also shares a number of structural and semantic properties. In terms of its discourse function, however, the construction resembles insubordinate clauses in being similarly speaker-centred and subjectivising, which can be captured by their analysis as ‘theticals’ (Heine et al. 2013). It is also suggested that the best way to account for the close functional and formal links with related structures is in terms of a constructionalist framework (e.g. Goldberg 2006).
Introducing CNamON: A Corpus of Namibian Online Newspapers

The linguistic situation in present-day Namibia in Southern Africa is characterized by the co-existence of a multitude of languages, i.e. English, Afrikaans, German, and about twenty-five indigenous African languages of the Niger-Bantu and Khoesan families. Despite this linguistic diversity and although Namibia was never under direct British rule, English was introduced as only official language with independence (The Constitution of the Republic of Namibia 1990: Art. 3). Interestingly, the study of English as spoken in Namibia is still in its infancy. Besides a substantial body of research on educational policy (e.g. Frydman 2011; Harlech-Jones 1995; Pütz 1995;
Tötemeyer 2010), the structural peculiarities of English in Namibia have only just begun to be examined: Buschfeld and Kautzsch (2014) investigate language attitudes and use and provide a tentative list of lexical, (morpho-) syntactic and phonological features, Stell (e.g. 2014) examines code-switching, and Kautzsch and Schröder (2016) deliver a first take on variable realizations of short vowels based on ethnicity.

What is still absent, however, is a systematic account of the structural properties of English as used in Namibia. To provide a basis for such an inquiry, the present paper introduces a Corpus of Namibian Online Newspapers (CNamON), which encompasses the content of seventeen news sources as available on the Internet from May to June 2016. These sources add up to a corpus of about 44 million words of text. Since these data represent with written, edited language, any peculiarities found cannot easily be dismissed as learner mistakes (cf. Gries and Bernaisch [2016: 7] on a South Asian newspaper corpus) but might be regarded as potential features of Namibian English.

In this presentation, the focus is twofold. The first part addresses the technical details of the compilation process as well as the set-up of the corpus. To demonstrate the potential of this corpus, part two provides a first qualitative stock-taking as well as exemplary quantitative analyses of structural characteristics of English in Namibia on the linguistic levels of lexis, (morpho-) syntax, and discourse.
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Reference and identity in online reader comments: a corpus-based study

In this paper we analyse reference and identity markers in reader comments appearing at the bottom of articles on the website of the UK newspaper The Guardian (http://www.theguardian.com/). This is a public forum with over 9 million unique visitors worldwide on a daily basis yet, as we demonstrate, it is an online space where people are able to build distinct sub-communities and get to know one another on an individual basis without necessarily knowing the true identity of the person with whom they are interacting.

Our research is based on a corpus covering the period 2007 to 2010, which includes all 6.2 million comments made on over 500,000 articles published on The Guardian website during that time. In a previous study we found that although less than half of Guardian articles allow commenting, 85% of those articles have at least one comment and in some sections, such as Sport, more than half of articles have over 40 comments.

We explore in depth the behaviour of individual commenters and the frequency of interaction between them. We begin with an analysis of top commenters, the key finding of which is that, although there are over 470,000 people actively commenting from 2007-2010, 120 of these people are responsible for 10% of all 6.2 million comments in the corpus and 1000 people are responsible for a third of all comments. Particular individuals are extremely active with, for example, the user ‘MartynInEurope’ making 15,233 comments on 4874 articles. Five further users are responsible for more than 10,000 comments each, with many others in the thousands.
We go on to show how there appear to be distinct sub-communities forming around specific sections of *The Guardian*, each with their own regular contributors who are well known to one another by their chosen usernames. For instance, the user ‘CunningStunt’ makes 11,500 comments overall, but 98% of these are in the ‘Chatterbox’ video games section. As we illustrate, members of this sub-community are frequently referred to by username, e.g. in (1) where CunningStunt has advised LazyBones during a previous discussion:

(1) LazyBones: Morning all. Played Chrono-Trigger a bit last night, and that’s about it. I laid Cyrus’s tormented ghost to rest (thanks CunningStunt) and then tried to find the ‘sun stone’.

We carry out a collocational analysis of the top usernames to examine the contexts in which they appear. We find many examples of thanking, as in (1), but also of congratulating, empathising, disagreeing, etc. We then extend our analysis to the articles themselves (using a separate *Guardian* corpus) and find an increasing trend for well-known commenters to be mentioned here too. For instance, (2) comes from a weekly ‘best of’ article by a *Guardian* journalist summarising recent discussions between Chatterbox commenters.

(2) One of our regulars - who shall remain nameless - asked the box for some advice: „Where is a good place to meet women other than at work or when totally p***ed?” Whilst Dear Deidre isn’t in any trouble yet, we had a few sensible suggestions. Salsa or dance classes (thank you Cunningstunt), friends of friends (well done cameroon95) and dizzyisanegg’s suggestion of accepting any social invitation, whatever it is, were all good.

We make an important contribution to the growing field of corpus pragmatics by carrying out the first large-scale corpus-based analysis of interactions in reader comments. In doing so, we demonstrate how people commenting under anonymous usernames are able to build rapport and interact regularly, often on a daily basis.
Language is embiggened by words that don’t exist.  
The case of a circumfix

The title is borrowed from a short reflection by Laurie Bauer in which he considers the status of words such as *embiggen* which are used by some speakers in some types of English but not recognized by reference books. The circumfix is occasionally mentioned in works on derivational morphology but never exemplified by more than one or two words. Using corpus and web data collected by queries and experiment the paper examines the actual use (and productivity) of the circumfix *en/em-(Adj)-en*. Circumfixation by *en/em-(Adj)-en* is of interest as a potential means of extending the range of possibilities in which new verbs can be created in contemporary English. It is sometimes claimed that “Virtually the only other means of creating new verbs in English – besides affixation of *-ize* and *-ify* – is conversion” (Lieber, 2004: 89). Other authors add compounding and back-formation, but circumfixation is never mentioned as a candidate. The paper finds that although the circumfix *en/em-(Adj)-en* is largely ignored by word-formation specialists (a case in point is Bauer, Lieber and Plag, 2015), it enjoys something of a secret life on the Internet. It is creatively employed for ad hoc purposes on various occasions by native speakers who seem to have specific intuitions about its meaning and use. The paper attempts to formulate the rules (formula) for its use on the basis of a sample of circumfixed formations collected with the help of a frequency list of English adjectives.
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Variation in complementizer choice between if and whether

This paper examines the variation between if and whether as complementizers in interrogative subordinate clauses. The choice of a wh-word in open interrogative clauses is determined by semantic context (I don’t know when that happened) and thus not variable, but in yes-no or closed interrogative clauses (I’m not sure if / whether that happened) speakers may choose between if and whether. In contrast to the abundance of research on the variation between retention and omission of the complementizer that (see, e.g. the overview in Szmrecsanyi & Kolbe-Hanna, to appear), there are, to my knowledge, only a few studies of the choice between if and whether in interrogative subordinate clauses. Zieglschmid (1929) and Steinbach (1929) describe prescriptive and futile efforts to promote the exclusive use of if as conditional subordinator and of whether for interrogatives. The overview in Biber et al. (1999: 690–693) shows that if is more frequent than whether in conversation and that whether is equally frequent across different registers. In a study of dialect data, Kolbe (2008, 129–136) finds that if is slightly more frequent overall and whether is more likely to be used in Northern British dialects, after the matrix verb know and by older speakers, and is less frequent in the speech of women.

This study analyses the variation between if and whether in data from ICE-GB, ICE-Ireland and ICE-New Zealand. It primarily seeks to determine the strongest predictors of the variation between if and whether by means of a mixed effects logistic regression analysis and a random forest model. Choosing a mixed effects logistic regression
means that speakers’ idiolectal preferences will be factored into modelling the distribution, and the random forest model helps to pinpoint the factors most relevant to the distribution (see Tagliamonte and Baayen 2012 for an overview and comparison of different statistical tools). Drawing on the register categories of ICE (see http://ice-corpora.net/ice/design.htm) will allow for a more fine-grained register distinction than in Biber et al. (1999) which distinguishes relatively broadly between conversation, news, fiction and academic prose). This study’s major aim is to determine the most crucial predictors of the variation between *if* and *whether* by including cognitive factors that have proven to influence the choice between the retention of the complementizer *that* and its omission. These are, amongst others, morphosyntactic features in matrix and embedded clauses, and length of the embedded clauses. It therefore also explores how important cognitive factors are when the choice is not between retention and omission of a complementizer, but between a more explicit (*whether*) and a less explicit (*if*) option (cf. Rohdenburg 1996 for the notion of explicitness).

By combining register, speakers’ social background and cognitive factors as predictors of the choice between *if* and *whether*, this study will shed more light on the weighting of external and internal factors in making linguistic choices and the involvement of cognitive factors in complementizer choice in general.
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Using collocations to analyse intertextual discourse relations

Interpretation of the world is closely connected to often opposing ideological viewpoints or Discourses on the same situation or event. Yet Discourses are complex and emerge out of intertextual or co-occurring relations (Sunderland, 2004). So far the study of Discourse relations has been neglected from a quantitative perspective, even though collocation analysis and recent work on collocation networks (Brezina, McEnery, & Watto, 2015) may enable such an analysis.

Yet corpus methods alone are not ideal to determine the function of discourse relations and how they are connected by readers. Discourses still need to be understood, held, and negotiated cognitively. I argue that an approach attending to both textual and cognitive aspects (cf. Mahlberg et al., 2017; Stockwell & Mahlberg 2015) has great potential to contextualise our understanding of how Discourses are formed in relation to each other. To this end, I advocate for using research on attention, which connects corpus and cognitive linguistics. Attention is created through textual choices, by drawing attention to some Discourses over others, and actively searched for by the discourse participants to understand the (ideological) meaning of a text.

The corpus used in this paper is the Irish Abortion Debate Corpus (IADC), which comprises Irish online and offline newspaper articles from 2005 to 2016. I will focus on a sub-corpus of about 55,000 words from October 2012 to 2013. This year covers the death of Savita Halappanavar, who dies from complications of a septic miscarriage after her request for an abortion was denied. Halappanavar’s death became a headline news story, leading to national and international protests, increased media discussion on abortion access, and ultimately had legal results with the creation of the Protection of Life During Pregnancy Act 2013. In this light, I will analyse the discursive and intertextual construction of the concepts ‘woman’ and ‘mother’ in relation to the term ‘church’ during this time period.

In order to locate specific co-occurring discourses, I wrote a Python script that counts which collocational Discourses (co-)occur in the sub-corpus. To do so, the programme takes a list of the manually categorised collocates of each term and identifies which categories are present in a span of 5 words for each of the analysed concepts. The notion of ‘attention’ is included into the qualitative analysis by using the figure/ground constellation and Cognitive Grammar (CG) (Langacker, 2008) to assess the relative contribution of a Discourse and its relation to other Discourses.

This paper adds to recent research programmes in corpus linguistics integrating cognitive and psycholinguistic research (e.g., Mahlberg, Conklin, & Bisson 2014) to answer questions about the link between text and cognition. Integrating cognitive analyses into corpus research is not just beneficial, but also necessary. By combining the two, we can address questions of Discourse conceptualisation and expression from the perspective of writer and reader and how persuasive their contribution may
be. A combined approach also problematises the issue of frequency and importance at the heart of corpus linguistics (cf. Hoey 2005).
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Studying pragmatic variation in second-language varieties of English with the International Corpus of English – challenges and opportunities

Seminal models to categorise Englishes (Kachru 1988; Schneider 2007) have contributed immensely to the study of varieties of English, particularly to a systematic description of variety status and corresponding linguistic features. When looking at the research, however, it shows that the main, sometimes exclusive, focus lies on the morphosyntactic and lexical analysis of varieties. Seldom does the analysis integrate the pragmatic level, such as the study of speech act realisation strategies or interactional patterns.

There might be theoretical and methodological reasons for this: Within sociolinguistics, the study of variation in language structure has traditionally been emphasised, while pragmatic theories have largely sought to detect universal tendencies in language use (Schneider & Barron, 2008: 2-7). To merge these two paradigms, vari-
ational pragmatics provides a framework for the analysis of pragmatic variation in relation to micro- and macro-social factors within pluricentric languages (Schneider & Barron 2008: 15-22). Methodologically, it proclaims “the principles of empiricity, contrastivity and comparability” (Schneider 2010: 1030), which may, however, be hard to adhere to when studying second-language varieties of English due to the diverging impact of first languages and socio-cultural histories. The ICE project with “its principle aim […] to provide the resources for comparative studies of English” (Greenbaum 1996: 3) may, nonetheless, meet these requirements and thus provide the means to conduct analyses of pragmatic variation across Englishes.

One interesting interactional phenomenon to look at in this context is disagreeing, i.e. “the expression of a view that differs from that expressed by another speaker” (Sifianou 2012: 1554). It is highly context-sensitive and multifunctional in that it may be a sign of both conflict and solidarity between interactants. Needless to say, its function, frequency and the use of mitigation strategies (Brown & Levinson 1987; Spencer-Oatey 2008) also vary cross-culturally (see for instance Beebe & Takahashi 1989; Cheng & Tsui 2009). Therefore, due to its complex nature and cultural sensitivity, the particulars of disagreements are certainly worth investigating.

The present work-in-progress attempts to elucidate the challenges and opportunities that a large-scale corpus project, such as ICE, provides for the study of disagreements across second-language varieties of English. It sets out with a study of private conversations in ICE (among others ICE Hong Kong and ICE Jamaica) and seeks to identify similarities and differences in disagreeing. Furthermore, it discusses how representative of the respective culture the speech events in ICE are and if the data of different ICE corpora are comparable. Since metapragmatic information on speakers and setting is crucial for a pragmatic analysis, its availability for the ICE data will also be assessed. When the project was still in its infancy, Leitner observed that “the differences that accumulate on the pragmatic and discoursal levels […] do not seem to be catered for adequately” (1992, p. 33). Taking the richness of spoken data into account, though, ICE may still allow for theoretically and methodologically profound research of pragmatic variation.
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A corpus-based study of the rhetorical functions of syntactically complex sentences in research article introductions

This paper investigates the rhetorical functions of syntactically complex sentences in research article (RA) introductions. The past decade witnessed a growing interest in the “integration of genre analysis and corpus-based investigations” (Flowerdew 2005: 5) in English for Academic Purposes (EAP) writing research. Much research in this area focused on identifying rhetorical moves that realize the communicative functions of different genres. Recent research has also started to attend to the links...
between specific linguistic features and rhetorical moves. For example, some recent corpus-based studies have explored writers’ use of formulaic language (Durrant & Mathews-Aydınlı 2011) and lexical bundles (Cortes 2013) in achieving the rhetorical moves strongly associated with academic research genres. Meanwhile, while many studies have quantitatively assessed the relationship of syntactic complexity to writing quality (e.g., Beers & Nagy 2009) and first and second language (L2) development (e.g., Lu, 2009, 2011), studies that adopt meaning-based approaches to examine the rhetorical functions of syntactically complex sentences in academic writing are scarce (e.g., Ryshina-Pankova 2015). In light of these contexts, the current study aims to move forward our understanding of how expert writers exploit syntactically complex sentences in accomplishing their rhetorical goals through meaning-based analysis of syntactic complexity.

Our data consists of the introduction sections of published RAs in the Corpus of Social Science Research Article Introductions (COSSRA) compiled by our research team. COSSRA includes 600 RAs published in 2012-2016 in six social science disciplines (Anthropology, Applied Linguistics, Economics, Political Science, Psychology, and Sociology), with 100 RAs sampled from five top journals in each discipline. The journals were selected according to impact factor and member checked with disciplinary experts to confirm representativeness. Four widely used operationalizations of syntactic complexity are explored here: mean length of sentence (MLS), left embeddedness (i.e., number of words before the main verb), amount of subordination (i.e., number of subordinate clauses per sentence), and nominalizations. The data will be analyzed using the L2 Syntactic Complexity Analyzer (Lu 2010), the D-Level Analyzer (Lu, 2009), and other tools. A sentence will be considered syntactically complex if it meets the threshold established for MLS, left embeddedness, amount of subordination, or nominalizations. The syntactically complex sentences will be manually categorized according to the Create A Research Space model (Swales 1990, 2004) of rhetorical moves for RA introductions. A quantitative analysis of the distribution of the four types of syntactically complex sentences across different rhetorical moves will be performed, complemented by a qualitative analysis of the rhetorical functions of sentences engaging multiple types of syntactic complexity. The implications of our findings for EAP writing research and pedagogy, genre analysis, and L2 writing syntactic complexity research will be discussed.
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Are some words more 'proverbial' than others? The lexical profile of modern American English proverbs based on CAEP-data

When compared to other types of fixed expressions proverbs are characterised by a higher degree of linguistic complexity and a generally low token frequency (Moon 1998, Grzybek 2012). At the same time, however, infrequent proverbs can still be very familiar to speakers (Grzybek 2012: 107). This apparent discrepancy can be resolved by an assumed 'back-up system' in the mental lexicon (in line with usage-based theory; see Bybee 2013) that strengthens the memory representation of proverbs (Lückert forthcoming). This hypothesis is tested in a study combining corpus-based analyses and psycholinguistic tasks and measurements. First, a corpus of modern American English proverbs (CAEP - Corpus of American English Proverbs) was compiled so as to extract the most frequent words used in proverbs and those that are characterised by a high contextual predictability. The corpus which includes more than 6,600 proverb variants draws on published material and includes further data from the Corpus of Contemporary American English (COCA) and the Web. CAEP integrates current corpus
data on the token frequency of proverbs (see Steyer 2015) and current experimental data on familiarity (Chlosta & Grzybek 2005, Haas 2008). Steyer calls for “the creation of new proverb collections or modern proverb information systems” which bring together various types of information (2015: 222). CAEP combines information on the form of proverb variants with data on frequency and familiarity. In this way the corpus may be of interest to a variety of researchers as it allows searching the linguistic structure of thousands of proverb variants (for example in view of linguistic structuring principles such as Panini’s Principle or the distribution of conceptual metaphors). The corpus is compiled in a spreadsheet version with Microsoft Excel. Proverb items are only used for generating the lexical profile if a minimum frequency of occurrence is reached in various general language corpora. The absolute frequency of all the individual words in the data set is identified and their contextual predictability is calculated with a log likelihood test. In addition to the log likelihood values an index is calculated on the basis of data from both CAEP and COCA. The paper reports on the lexical profile of modern American English proverbs and argues that some words are indeed ‘more proverbial’ than others - that is quite a number of words are strongly associated with the proverb as a category.
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A Corpus-based Study of Metadiscoursal Boosters in Applied linguistics Dissertations in Thailand and in the United States

It has been suggested that academic writing is often influenced by such socio-cultural context as academic settings and the writer’s perception of identities and stances. These discourse-pragmatic factors can be manifested through linguistic choices and patterns found in the text. Based on this assumption, this pilot study investigates the use of „boosters“, markers of certainty and authorial commitment to propositions, in two corpora of applied linguistics doctoral dissertations:

1. a corpus of 20 PhD dissertations submitted to universities in Thailand
2. a corpus of 20 PhD dissertations submitted to universities in the USA

While previous studies on boosters, metadiscoursal devices and academic discourse tend to focus on disciplinary variation (e.g. Bondi 2008), the present study, as reflected by the two corpora involved, addresses cross-cultural and rhetorical-chapter variations. Using Hyland’s (2005) interactional model of metadiscourse, different boosters in the dissertations were identified and classified. The analysis of 40 randomly selected writings from universities in two different countries reveals that there are significant discrepancies in terms of distribution and usage patterns of metadiscoursal boosters across the corpora e.g. dissertations by Thai student writers displayed more substantial use of metadiscoursal boosters while a more limited range of structural patterns where boosters were utilized was evident in their writings; boosters were found to occur most frequently in Results, Literature Review and Discussion chapters, respectively; and the most frequently used categories of metadiscoursal boosters found in the three chapters were verbs, adverbs and adjectives, correspondingly. The differences are argued to reflect constructions of student writers’ identities and stances, which are in turn linked to specific cultural and institutional settings in which the writing is produced as well as their readership. This qualitative interpretation of the rhetorical differences is made in the light of genres, part-genres, discourse communities and writing practice. The study concludes with some pedagogical implications for academic writing in the EFL context.
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**Exploring the epistemic associations between tense-aspect form-meaning usage patterns and canonical event schemata in the spoken English corpus: A collostructional analysis**

This study explores the epistemic associations between five tense-aspect (TA) form-meaning usage patterns (e.g., -s/-es + immediate reality-present tense) and thirteen canonical event schemata (e.g., States) through the tagged BNC spoken component (2007) from Sketch Engine. It also clarifies the canonical TA form-meaning usage patterns of canonical event schemata through each most frequent verb (e.g., *be*). Finally, it discusses and specifies potential pedagogical applications of canonical event schemata in L2 grammar instruction as “minimal essentials.”

In cognitive grammar, Langacker (1991; 2008) explains epistemic meaning aspects of TA usage patterns in English into four realities from the perspective of *clausal grounding* (establishing a basic connection between the interlocutors and the content evoked by a nominal or a finite clause): known reality, immediate reality, projected reality, and potential reality. Furthermore, Radden & Dirven (2007: 173) exemplifies the relationships between four realities and TA usage patterns as follows: (i) known reality-past tense (e.g., *Bill and Jane got married last year*); (ii) immediate reality-present tense (e.g., *Bill and Jane are getting married today*); (iii) projected reality-future tense (e.g., *Bill and Jane will get married next week*); and (iv) potential reality-modal verbs (e.g., *Bill and Jane may be getting married soon*). Thus, referring to Langacker’s epistemic reality conception (2011: 67-73), new approaches to TA form-meaning usage patterns in L2 grammar instruction could be explored while figuring out embodied natures of TA form-meaning usage patterns in English.

A previous pilot study (Notohara 2015) conducted a collostructional analysis (e.g., Stefanovitsch & Gries 2003; Gries, & Stefanovitsch 2004; Gries 2011; Schmidt & Küchenhoff 2013) and confirmed the association strength between five TA form-meaning usage patterns and thirteen canonical event schemata through the grammatically-tagged ICE-GB R2 (2006) spoken component. As a result, the following three associations emerged:
(1) occurrence schema (e.g., States) is mainly related to immediate reality-present tense.
(2) process schema (e.g., Processes) and psychological schema (e.g., Emotion) are mainly related to known reality-past tense.
(3) force-dynamic schemata (e.g., Action) are mainly related to both projected reality-future tense and potential reality-modal verbs.

However, it is still difficult to recognize the three epistemic associations as ‘canonical’ because the ICE-GB R2 corpus is small and its register is relatively academic. Besides, tense form-meaning associations are clarified to some extent; in contrast, aspect ones are still unclear. Therefore, further related investigations are needed through a well-balanced larger spoken corpus. This study reconfirms the three canonical associations as follows: (i) raw frequencies of TA verb inflectional morphemes (e.g., -s/-es) of thirteen canonical verbs (e.g., be) in the spoken component of the tagged BNC are respectively described referring to CLAWS5 tags; (ii) thirteen canonical verbs are grouped through the correspondence analysis to confirm their distributional similarities; (iii) the association strength between TA usage patterns and thirteen canonical verbs are confirmed through collostructional analysis.

Finally, potential pedagogical applications of the newly observed canonical associations to EFL learners in usage-based L2 grammar instruction are discussed in the following area: construction frequency effects on learners’ interlanguage development, pedagogical task design, supplementary explicit construction instruction.
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(Not) helping. Role allocation in the representation of the British welfare state across the British press: a corpus-assisted discourse analysis

The British welfare state can hardly be considered a stable concept. Some definitions take a broader view of the concept as “a mix of universal and comprehensive policies through which government became more positively responsible for the promotion of individual welfare” (Jones and Lowe 2002, 6). More narrowly, it is understood as a system of social security benefits. More radically, to quote a historian of the welfare state, “[a]s an entity it does not exist – it is a collection of services and policies and ideas and taxes, including tax reliefs, whose boundaries expand and contract over time” (Timmins 2001, 7). Motivated by this instability, this proposed paper seeks to outline the roles allocated to the welfare state as a social actor, and the conceptual model of the welfare state they entail, across a corpus of British press texts.

The corpus, about 830,000 tokens in size, consists of four newspaper subcorpora: two British conservative newspapers, the Daily Mail and the Daily Telegraph, and two left-leaning ones, the Guardian/Observer and the Daily Mirror. The corpus has been obtained from the Lexis Nexis database and comprises texts where the search term ‘welfare state’ occurs twice to maximise topicality. The timeframe (January 2008-April 2015) has been chosen to coincide with the economic crisis, which increasingly af-
ected government policy with regard to the welfare state, and includes two election campaigns.

Positioned within corpus-assisted discourse studies (see Partington, Duguid, and Taylor 2013), this proposed paper analyses the verbal collocates of the term ‘welfare state’ obtained from Sketch Engine with recourse to the allocation of semantic roles, an element of van Leeuwen’s network of the representation of social actors (2008), in order to outline the patterns of agency. (The assumption is that an institution or an abstract entity may be constructed as having agency and so social actors need not be immediately human.) The paper finds that the range of roles attributed to the welfare state is fairly limited across the corpus, where the bulk of roles are generalisable as Actor in the material action processes of helping or damaging, with the conceptual models of the welfare state generalisable as the safety net, the piggy bank, the springboard, and the trap. The political affiliations of the newspapers are reflected in the modalities ascribed to the roles rather than in the roles themselves: the ‘helper’ role tends to be counterfactual (or have a past reference) in the conservative side of the corpus, while the ‘destroyer’ role is represented as factual; the reverse tends to be the case for the left-leaning side of the corpus, although the presence of the counterfactual ‘helper’ is substantial.
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Modality, rhetoric and regionality in corpora from Greater China

This paper is associated with the VARIETIES OF ENGLISH IN THE INDO-PACIFIC (VEIP) project, focusing on socio-cultural and linguistic change in contemporary Hong Kong, China and Taiwan. It also reflects the conference theme Corpus et Orbis, using matched regional corpora to examine the world views reflected in English-language news sources from three “expanding circle” countries.

This research builds on previous research on political metaphors that reflect socio-cultural change in Hong Kong, as used in the rhetoric of its leaders before and after the administrative changeover in 1997 (Ahrens 2016). Other linguistic vehicles highly sensitive to the socio-political positioning of the speaker or writer are (i) modal verbs and (ii) the uses of personal pronouns. In research on the language of British election manifestos by the major political parties, Rayson (2008) demonstrated the “keyness” of would by the opposition party (Liberal Democrats), and of our by the governing Labour Party. Regular use of the first and second person pronouns, contribute to the interactive dimension of communication (Biber 1988); and increasing use of the quasi-modals instead of the core modals (Leech & Mair 2009, Collins 2009) suggests the desire to give a more colloquial tenor to the discourse, and reduce the communicative distance between speaker/writer and the audience. While recent research on modal usage in Hong Kong (Noel & Van der Auwera 2014;Loureiro-Porto 2016) provide useful benchmarks on the relative frequencies of the two types, there has been no comparable research on their frequencies in data from Mainland China and Taiwan. The further question of how the use of modals contributes to the positioning of English-medium political rhetoric in these different regions of Greater China also invites research.

The Greater China English Corpus used in this study was compiled by Ahrens from editorials/commentaries in English-language newspapers in the three regions. It includes copy from two newspapers in the People’s Republic of China (PRC; China Daily and Global Times) during the period from 2011–2016 (61,904 words); from three news sources in Hong Kong (South China Morning Post, The Standard and the online
The frequency patterns of the modals/quasi-modals proved to be significantly different in each of the three regional subcorpora. In the PRC, the most frequent modals by far were will (expressing strong prediction) and should (moderately strong obligation), along with comparatively low use of the quasi-modals. Combined with low usage of interactive pronoun, the PRC texts project the voice of authority offering little consultative space, in line with its dominant political position in Greater China. Whereas in both Hong Kong and Taiwan, the frequency of will was closely matched by would (the more hypothetical modal), with quasi-modal going to providing a more informal expression of future expectations. Combined with more frequent use of the interactive pronouns, the tenor of the Hong Kong and Taiwanese texts is less assertive and more collaborative, in keeping with their more fluid status within Greater China for different historical reasons. Further multifactorial analysis is being carried out on the distributions of the modals/quasi-modals to embrace other linguistic factors such as analytic and contracted negation; animacy of the agent (cf. Deshors & Gries 2014); degree of formality (cf. Nini 2014); and regional provenance. The data will be modelled complementarily via conditional inference trees (Hothorn et al. 2006), and linear regression models in R (R Core Team 2016). It will provide further evidence of how socio-political developments are reflected in linguistic differences in the lexicogrammars of these three Expanding-Circle countries.
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The London-Lund Corpus 2: A new corpus of spoken British English in the making

This methodological paper describes and critically examines the major stages of building a spoken language corpus by reporting on the process of compiling the London-Lund Corpus 2 (LLC 2) of spoken British English. LLC 2 is of the same size and compiled on the same principles as its predecessor, the London-Lund Corpus (LLC 1), launched in 1975 (Svartvik 1990). LLC 2 will allow linguists to study contemporary speech in different contexts and in combination with LLC 1 it will also allow us to study language change in a principled way using a comparable data set of the language spoken 50 years ago.

While LLC 2 shares important traits with LLC 1, efforts are made to also make it synchronically representative (see Leech, 2007 for the incompatible relation between comparability and representativeness). On the one hand, LLC 2 is similar to LLC 1 in that priority is given to spontaneous face-to-face conversation, the most basic type of language use (Clark, 1996), and data retrieved from public resources (e.g. broadcast interviews and parliamentary debates). On the other hand, LLC 2 differs from LLC 1 in that it includes computer-mediated communication, more specifically, Skype con-
versations, in order to represent speech situations that use technologies characteristic of the 21st century.

The compilation of LLC 2 entails the completion of four fundamental stages (modified from Thompson 2004):

1. Data collection (recordings of spoken communication)
2. Transcription of the recordings
3. Markup and annotation
4. Access to the corpus

First, similar to LLC 1, the majority of the spontaneous face-to-face conversations are recorded at the University College London with native speakers of British English. Detailed information about the speakers is obtained in order to support sociolinguistic analyses of the data. At the transcribing stage, the recordings are turned into written form following a detailed transcription scheme. The scheme is largely based on the International Corpus of English; however, a number of modifications have been made. For instance, transcriptions in LLC 2 also include timestamps that connect each speaker turn to the corresponding location in the audio file, allowing for prosodic analyses of the conversations. Stage 3 entails the computerization of the transcriptions. Hardie’s (2014) Modest XML for Corpora is followed in the encoding of the corpus for the purposes of distribution and archiving. Furthermore, in contrast to LLC 1, anonymisation is carried out not only in the transcriptions but also in the audio files themselves by altering the tonal patterns of names. This means that the audio files will be made available to the public alongside the timestamped transcriptions from the Lund University Humanities Lab’s server (Stage 4).

Research on language variation and change is crucial for our understanding of the forces, motivations and mechanisms that languages are constantly subject to in communication. Without having access to large and modern computerized language resources, and especially to spoken language data in which change features prominently, these endeavours cannot be pursued. The compilation of LLC 2 will fill this gap and facilitate principled research in the field.
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The role of formulaic sequences in the L2 acquisition of high-frequency English verbs

This work-in-progress report presents findings from a subcomponent of a new large-scale corpus-based study on the development of verb patterns in second language learners of English. Inspired by pioneering existing work on emerging constructions in first language (L1) acquisition (especially Tomasello 2003), and using methods from Corpus Linguistics and Natural Language Processing, the larger study aims to investigate how verb-argument constructions (e.g. the ‘V n n’ or ditransitive construction) emerge in the writing of second language (L2) learners of English at different levels of proficiency. English L1 acquisition studies have shown how children acquire a language by picking up on recurring patterns in their input, hence building a mental constructicon (e.g., Goldberg, Casenhiser & Sethuraman 2004; Tomasello, 1992). Also, Tomasello (2003) demonstrated how in L1 acquisition children move from simple formulaic constructions to more complex ones.

Focusing on L2 instead of L1 acquisition, the current study discusses whether, and if so in what ways learners develop abstract, variable constructions from fixed, memorized chunks. We will address the following two research questions: (1) What role do formulaic sequences play in the L2 acquisition of verb constructions? and (2) Are there significant observable differences in the L2 acquisition of verb constructions between L1 German and L1 Spanish learners? To address these questions, we exhaustively extract data on verbs and the constructions they occur in from a cross-sectional corpus of L2 learner writing. The corpus is a 6-million word subset of EFCAMDAT, the Education First-Cambridge Open Language Database (Geertzen, Alexopoulou, & Korhonen, 2013), consisting of over 68,000 texts produced by German (dominant L1 German) and Mexican (dominant L1 Spanish) learners at CEFR levels A1 through C1. Using the software Collocate (Barlow, 2015), we are currently extracting recurring multi-word clusters (spans 3, 4, and 5) around the 50 most frequent verbs in EFCAMDAT, together with information on frequency and cluster association strength (Mutual Information). For each L1-proficiency level combination, this will give us verb sequences that are particularly frequent and/or particularly fixed.

In order to determine what role formulaic language plays in L2 acquisition, we are especially interested in tracing the development of fixed, formulaic verb sequences from low to higher proficiency levels. In our presentation, we will share selected results on verb construction development across learner proficiency levels and comment on similarities and differences between L1 German and L1 Spanish learners. We expect to find predominantly fixed sequences at beginning levels which then become more flexible and productive as learners progress to more advanced levels. The resulting findings are likely to expand our understanding of the processes that underlie construction acquisition in an L2 context.
Prosodic salience as a determinant of morphological marking

The purpose of this paper is to provide evidence for a widespread cross-linguistic correlation between the relative prosodic salience of a given word and its degree of morphological markedness. Exploring relevant variation phenomena from both Middle and Present-Day English, the paper illustrates the effects of three kinds of prosodic prominence: sentence-stress, word-stress and the special case of stranded prepositions, which necessarily feature strong forms.

The first two examples come from Middle English. One is the loss of the old dative inflection in the infinitive (e.g. *to donne*), which occurred in early Middle English, compare (1a). The other is the spread of the -s-suffix that comes to mark possessive pro-forms of the type *hires*, *oures*, *youres* and *theires* around the thirteenth century, as illustrated in (2a).

(1) a. Alle ðo þing ðe ðu hauest te *dônne*, do it mit ræde; (HC *Vices and Virtues*)
   b. for ofte we weneð for to *don* alutel uuel .... (PPCME2, *Ancrene Riwle*)
(2) a. ...so will I do ffor Godes sayke and *hirs*. (HC, *Dame Sirith*)
   b. His herte *hire* wes alon, .... (HC, E. Stonor, *Letters*)
Analyses drawing on a large corpus of Middle English (Helsinki Corpus, PPCME2) have shown that a word occurring under sentence stress accommodates an optional additional morpheme better than a word in sentence-unstressed position. As a result, inflected infinitives are preserved better in examples like (1a) and given up earlier in examples like (1b). Conversely, suffixless possessive pro-forms tend to persist longer in examples like (2b) than in examples like (2a).

The variation phenomena in Present-Day English involve the two plural forms of the root *scarf* in (3) and the alternation of morphologically simple prepositions and their strengthened counterparts as in (4). The variant *scarves*, which carries double morphological plural marking, has – over the last few centuries – all but supplanted the less marked variant *scarfs*. By contrast, the morphologically complex preposition *upon* has increasingly lost ground to its simple rival *on*.

(3) a. ...a collection of *headscarfs* to rival the Queen’s ... (*Sunday Times* 1991)
  b. ...the colourful *scarves* on display. (ibid.)

(4) a. I pounced *on* all things British, ... (*The Times* 2004)
  b. ...every new theory that Mr Jencks pounces *upon*. (*The Times* 1997)

In line with the correlations seen in (1) and (2) – and on the basis of a large collection of British and American newspapers – the following tendencies have emerged: In (3), the prosodically less prominent final constituent in the compound *headscarfs* is likely to preserve the (morphologically) regular and shorter variant better than the corresponding simplex, and in cases like (4), it is the “qualitative prominence” (Cruttenden 2008: 268) associated with stranded prepositions that may be an important factor favouring the use of strengthened alternatives such as *upon* and *into*.

In addition, we will adduce some close parallels from English (Ciszek 2002: 122-127) and other West-Germanic languages in support of the generality of the correlation and discuss its functional motivation and delimitation from end-weight phenomena (Eitelmann 2016, Mondorf 2009: 99-107).
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**Topics of medical writing in Early Modern and Late Modern English medical texts 1500-1800**

Our presentation will report on an empirical corpus-driven study on changes of topics in medical writing in three hundred years. This is a pilot study applying a method of digital humanities to tracing the foci of medical writing from scholasticism to empiricism and to “enquiry as a thought style”. The outlines are presented in histories of medicine, but linguistic studies give us more accurate knowledge about changes in different layers of writing. Our aim is to achieve an overall view of the various developments, to interpret equally the linguistic, historical, and social world through corpora.

The data comes from two corpora: Late Modern English Medical Texts 1700-1800 (LMEMT, fc) and Early Modern English Medical Texts 1500-1700 (EMEMT, 2010); together they contain over four million words and yield a diachronic perspective from the beginning of the printed history of medical texts to the dawn of more modern approaches to medicine. They contain systematically collected materials with a full scale of texts and genres from academic writing to texts targeted at lay readerships as well as selections from both general and specialized periodicals. The two corpora represent different periods and cultures in the history of English, and our study takes context in all its aspects from the narrow linguistic context to discourse and genre context to the broad cultural context into account, and we also use a context-based, distributional approach.

Distributional methods go back to the ideas of Firth and de Saussure, and have been used in collocation research, lexical semantics and content analysis. We use a data-driven, bottom-up corpus-linguistic method to detect clusters of words that tend to co-occur in the same documents, the distributional method of Topic Modeling (Blei 2012), which allows us to step from words to concepts. As tool, we use MALLET (http://mallet.cs.umass.edu/topics.php) and collocation detection. The text passages and concepts relevant to our research aims are located by the program, and allow us to detect new concepts, shifts in concepts, and linguistic and stylistic change. These are analyzed qualitatively, taking the sociolinguistic parameters of authors’ education and levels of audience into account. Special attention will be paid to meaning-making practices, especially as previous research has shown that features of scholastic writing acquire new context-dependent meanings in lay texts for heterogeneous audiences after the heyday of the thought style.
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**Very popular at that time: Degree adverbs in the British radio chat show**

This paper reports on a study of real-time variation and change among degree adverbs in a specific register, namely the radio chat show, using a corpus of recordings of the BBC Radio 4 programme *Desert Island Discs* that stretches from the 1960s to the early 2000s. Degree adverbs can occur in a variety of contexts but often modify adjectives as illustrated in this example from our data (see further, below):

(1) „the first act was very brilliant . it was really Strindbergian . it was so good“

A search of the BNC indicates that broadcast interviews, to which chat shows belong, are one of the most prolific registers for degree adverb use. Degree adverbs have been examined in British standard and regional varieties using the methods of corpus linguistics (e.g. including a consideration of register, cf. Anderson 2006; Xiao and Tao 2007) and quantitative sociolinguistics (e.g. considering demographic characteristics of the speakers, cf. Barnfield and Buchstaller 2010; Ito and Tagliamonte 2003; Macaulay 2006). This paper brings together the two strands by considering social characteristics of the speakers in a radio chat show in British English.

Methodologically, our paper also builds on an earlier study (Smith and Waters, in prep.) of the *Desert Island Discs* corpus in which findings on grammatical variation and change were assessed and compared according to two sampling methods: i) ran-
dom sampling and ii) sociolinguistic judgment sampling (with approximately 105,000 words in each). That study identified patterns of variation and change in grammatical usage by an inductive approach, namely, identifying through Wmatrix (Rayson 2008) Key part-of-speech-tags in the respective subcorpora. The two approaches identified similar changes at register-level, but the sociolinguistic subcorpus allowed a better insight into how the changing demographics of the guests interacted with changes in the register. The present study uses the same dataset, but, by contrast, takes a micro-variation approach, by selecting a functional domain (degree adverbs) and analysing the linguistic and social factor groups that correlate with choices for that function.

Provisional findings are based on 1062 adjectives in the 1960s and 1188 instances in the 2000s, from the sociolinguistic subcorpus. The results indicate that the nature and direction of real time change in the corpus is in keeping with the apparent-time sociolinguistic findings, namely that very is the most common degree modifier across all time periods, but is losing ground to really. However, the rate at which this change is taking place is slower in our corpus than what has been observed in studies based on other registers. One possibility is that conventions for the public performance of talk (Bell and van Leeuwen 1994) in Desert Island Discs have been relatively resistant to change. Alternatively, the findings may be a result of demographics of the guests. Both of these explanations will be examined in our talk.
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he needed the money to finenance his biness – A new corpus of schoolchildren’s writings before the UK National Curriculum

This paper reports on a newly developed corpus for the study of schoolchildren’s writing in the recent educational history of the UK: *The APU Writing and Reading Corpus 1979-1988*.

The explicit teaching of English grammar in UK schools has been a topic of debate since the early twentieth century (Hudson & Walmsley 2005). The 1970s, in particular, witnessed the rise of concerns about ‘literacy standards’, which crystallised, for instance, in the Department of Education and Science setting up the *Assessment of Performance Unit* (APU, 1975) for monitoring national standards of performance through a series of language surveys. Based on these language surveys (Foxman et al. 1991), we have developed the APU Corpus within the framework of Educational Linguistics in order to explore pupils’ writings before the establishment of the National Curriculum (1989) in the UK education system.

Recent research has demonstrated the potential of corpus linguistics as a solid aid in children’s understanding of how language works (Sealey & Thompson 2004, 2006). However, the availability of data from the UK is still somewhat limited. Most corpora are either based on a small number of schools, are synchronic in nature, or focus on the post-National Curriculum era (cf. *Lancaster Corpus of Children’s Writing*, *The Oxford Children’s Corpus*, the ‘Grammar for Writing’ project at Exeter); on the other hand, longitudinal corpora are, unfortunately, not publicly available in electronic format (cf. *Aspects of Writing in 16+ English Examinations between 1980 and 2014* by Cambridge Assessment). The APU Corpus contributes to this growing body of data with the added value that it provides a large set of historical materials which are linguistically annotated and which can be accessed via an online interface.

In this paper we describe the contents and methodology procedure of the corpus:

(I) **Data selection.** The corpus is divided into two major components: writings by children (‘school scripts’) and writings for children (‘basal readers’). The school scripts are written by 11-year-olds taking Year-6 level of primary schools, and are stratified by year of compilation, communicative function, and pupil’s sex. All together total 522 individual files and c.93,000 words. The basal readers are also stratified by year of publication and communicative function, adding to 21 files and c.79,000 words.

(II) **Data transcription.** The original surveys have been prepared in various formats: PDF digitised images; TXT files with raw text and original spelling;
XML files coded in TEI (Lite), with metadata in individual headers; part-of-speech tagged files (CLAWS); and semantically tagged files (USAS). Word frequency lists are also provided.

(III) Online interface. The corpus will be made freely available online, with a user-friendly interface that allows for browsing, searching and downloading search results.

The APU Writing and Reading Corpus 1979-1988 thus presents itself as a new resource tool with replicable methodology and objective empirical evidence that will be of interest to academics and school teachers as well as to school material developers and policy makers.
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Mode dependent information density

In his classic paper, Shannon (1948) defines communication as information transmission over a noisy channel with a limited bandwidth. He assumes the speakers to behave rationally and use the channel efficiently, that is transmitting at a rate close to the channel capacity. Striving to explain how the inherent noisiness of the channel might be overcome, Jaeger (2006) suggested his theory of Uniform Information Density, claiming that the signal should also be uniformly smooth – without peaks and troughs in the rate of information transmitted (i.e. information density).

These two theories, however, leave one question open: what limits the channel capacity? Assuming that the channel capacity is limited both at the side of the transmitter and the receiver, I explore whether language producers adjust the information density based on their expectations of the channel capacity. As a first step in this exploration, I built a tool based on Mitchell’s (2011) integrated measure (combining a parser, an n-gram model and a semantic model) that allows me to compare the information density of two sets of data, differing only in the mode of their production: spoken vs. written.

In the work-in-progress report, I present the current state of the project. I explain the build-up of the model as well as the test data and present the results yielded by the adopted method. These seem to be counterintuitive: the information density of written texts is lower than of the spoken ones. I discuss the possible reasons for such an observation and propose further options for exploration.

Being able to quantify the difference in acceptable information density between the two modes should prove beneficial for future applications that transform data from one mode to another, i.e. speech recognition tools creating transcripts or text-to-speech synthesizers. Moreover, the methodology used seeks to provide a link between carefully arranged laboratory experiments and a big data approach to language exploration.
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Translation Learner Corpus: First Steps Using a Corpus Approach to Teach Mediation Skills

This poster presentation discusses the design and rationale of creating a Translation Learner Corpus using a famous Japanese literary work in conjunction with learners’ translations. It illustrates the advantages of using a Japanese literary work as a source text to compile a translation learner corpus and examines the results of preliminary analysis finding common errors among learners’ translations in English. Finally, it demonstrates how a translation learner corpus from the translated texts of university students in Japan can cultivate mediation skills between Japanese (L1) and English (L2), thereby bridging the gap between cultures.

The short story, “Run, Melos!”, written by the author Osamu Dazai has been used in a university course for translation studies. Using the widely-read short story in secondary education in Japan, the aim is to see if cultural and linguistic differences can be found in the translations in terms of interpretation and language usage of learners of English. A translation learner corpus was compiled during the course with the aim of being analysed like any other learner corpus to identify common errors.

In recent years, translation in the language classroom has been criticized by advocates of the communicative approach to teaching (Cook 2010), which is in spite of the Common European Framework of Reference for Languages defining translation as both an effective means of language learning and as a mediation skill in today’s globalized world. As Granger, Lerot, and Petch-Tyson (2003) suggest, a further benefit can be derived from doing more advanced research using a bilingual translation corpus, as corpus-based contrastive linguistics and translation studies can be complementary in terms of research methodology, interests and objectives.

The average Japanese student in university is understandably much more coherent and expressive in Japanese than English; therefore, it is natural for them to struggle to put their advanced Japanese into simple English. To overcome this, it is important to raise awareness of the fact that a language has a culture behind it, and that word-by-word translation between two languages or cultures is not always possible. While students are encouraged to avoid direct translation, they will also learn about the major causes of collocation errors.

Translation activities can have further pedagogical benefits in raising language awareness where learners develop mediation skills between English and Japanese in the process of translating texts and common errors are pinpointed and reified. The poster presentation will demonstrate some examples of these common errors, and how their elucidation then informed the design of subsequent translation activities to highlight the potential errors. The poster concludes students can become autonomous language users with better interpretive translation skills and mediation strategies.
through realizing linguistic and cultural differences between Japanese and English languages.
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Here and men as Discourse Markers in Spoken Sri Lankan English: A Corpus Based Pilot Study

Discourse markers in varieties of English are known for providing a wealth of insight to discourse strategies and cultural expectations in the area of world Englishes (cf. Valentine 1991: 333; Lange 2009). Indeed, the acculturation of English in ‘new’ contexts would also mean pragmatic nativisation, taking into consideration the cultural norms and values of societies that find ready expression in indigenous languages. It is important to remember that values and cultural expectations that Western researchers are accustomed to may be communicated differently in a variety of English, but also that the very values a variety of English is moulded to express may be different. Looking at the pragmatic nativisation of a variety of English will reveal interesting linguistic features of the language, as well as norms and expectations of the culture in which the language is situated. Sri Lankan English (SLE) is one such variety that can be studied for elements that are pragmatically relevant as it is a linguistically nativised variety of English (cf. Mukherjee 2012: 198; Bernaisch 2015). This paper studies discourse marker usages of here and men specific to SLE using the pilot corpus of the spoken component of the International Corpus of English – Sri Lanka (ICE-SL [S75]). The data is compared to that of ICE-Great Britain and ICE-India, the former to isolate the two features in SLE and the latter to rule in or out a possible epicentral influence from Indian English (IndE) as IndE and SLE are both South Asian varieties of English. As for the lexicon of SLE, it would consist of words not in the British English (BrE) lexicon (for example, hybrid compounds) and words that exist in the BrE lexicon, but with truncated, different or added functions. Therefore, in this instance with here and men, a code copying framework gives insight to a repertoire of words in the SLE lexicon that are words already existing in English’s common core shared by varieties, but
with additional, pragmatic functions in SLE. These added functions can be traced to influence from Sinhala and Tamil, two of the indigenous languages used in Sri Lanka and their expression of politeness norms and values particular to interaction in Sri Lanka. Below are two examples for the discourse marking use of *men* and *here* in SLE from the corpus that show an interpersonal function:

Ex:

(1)

<$A$><ICE-SL:S1A-003#92:1:A>We have been eating all this time <O>laugh</O>
<$B$><><ICE-SL:S1A-003#93:1:B>Yeah men I eat slowly <,> when <w>I’m</W> talking <,,>

(S1A1-003 tr2 ma1 13-11-29.txt – ICE-SL [S75])

(2)

<$C$><#><{}><>But</{}><><}-<the</-><==><the</==></> thing is I’m enjoying my single life
<$A$><O>cough</O>
<$C$><#><><->{><>It’s just</><>{><>{><}I’m just</><>{><}>{><}</><> enjoy it as well
<$C$><#><O>cough</O>
<$A$><#>If I was <{}><>I would like</>]

(S1A1-002 tr2 ma0 13-11-08.txt- ICE-SL [S75])

Additionally, understanding how exactly a variety of English is used in the articulation of these cultural norms and values also goes towards understanding the extent to which the language is nativised in its ‘new’ context.
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International Corpus of English: Sri Lanka component [S75], available at: <http://www.uni-giessen.de/anglistik/ling/Staff/mukherjee/>
Measures of productivity and lexical diversity

Quantitative measures of productivity and lexical diversity – such as the type-token ratio (TTR), Baayen’s (1992) productivity index P, or Yule’s (1944) K – play a key role in many corpus studies. They are used to assess the degree of morphological productivity (Baayen 1992; Evert & Lüdeling 2005), to estimate the size of an author’s vocabulary (Gani 1975; Efron & Thisted 1976), to investigate stylometric differences between writers and settle questions of disputed authorship (Juola 2006), to study diachronic changes in grammar (Bentz et al. 2014), to assess the readability and difficulty level of a text (Graesser et al. 2004), to explore the linguistic correlates of dementia (Garrard et al. 2005; Le et al. 2011), and as a feature in the multivariate analysis of linguistic variation (Biber 1988).

However, virtually all of the approaches and quantitative analyses found in the literature suffer from a number of serious methodological problems:

1. In most cases, no effort is made to assess the uncertainty introduced by sampling variation (Baroni & Evert 2007) and it remains unclear whether the difference between two observed productivity values can be deemed significant. Even if sophisticated statistical LNRE models (Baayen 2001) are used to compute standard errors, authors fail to take the non-randomness of natural language and the variability of estimated model parameters into account.

2. Most quantitative measures depend systematically on sample size (i.e. the size of the corpus or text for which they are computed). This can easily be demonstrated for TTR and P (as argued e.g. by Evert & Lüdeling 2001), but has also been observed with sophisticated LNRE models (Baayen 2001, Fig. 5.12 on p. 182). Normalizing all texts to the same length is neither a practicable nor a satisfactory solution.

3. Measures are highly sensitive to the presence of a small number of (lexicalized) high-frequency types, which can have a stronger influence on productivity values than the richness of productively formed types. Measures are also sensitive to noise introduced e.g. by typographical mistakes, OCR errors and lack of spelling normalization. Different editorial conventions as well as choices made by the researcher (e.g. whether to consider lowercase and uppercase spellings as distinct types) can lead to further spurious differences in lexical diversity.

4. Many quantitative measures do not have a clear and obvious linguistic interpretation. This holds in particular for the more sophisticated approaches (such as LNRE models) that account for some of the aforementioned problems; but even for simpler measures, their relation to intuitive notions of productivity and lexical richness remains unclear.

My poster gives an overview of established measures of productivity and lexical richness and discusses the four methodological problems listed above in detail. I will also suggest improved approaches and quantitative measures. All findings will be
illustrated with simulation experiments as well as a case study based on a large collection of English literary texts (Capitanu et al. 2016).
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Beyond Borders, Beyond Words: A New Multimodal Corpus of L2 Academic English from A Sino-British University

The Corpus of Chinese Academic Written and Spoken English (CAWSE) is an ongoing project which aims to build a large collection of Chinese students’ English language samples from one of the few English-medium instruction (EMI) universities in China. The campus creates a unique environment for teaching and learning and also provides exciting opportunities for linguistic studies into Academic English from diverse theoretical and analytical perspectives. The project collects students’ language samples from a variety of assessment tasks (both written and spoken) and speech events (spoken and multi-modal) from the campus. The final product of CAWSE will offer open-access electronic resources (including a multi-modal subcorpus) available for all researchers and practitioners who are interested in a wide range of topics, including for example Second Language Acquisition, English for Academic Purposes, World Englishes, and many other aspects of the Written and Spoken English unique to this new corpus.

The spoken and multimodal subcorpora are expected to reach no less than one million tokens and no less than 100 speech events. While the majority of the corpus will be text-based, including the orthographically transcribed spoken subcorpus, one of the greatest challenges is the daunting task of transcribing L2 speech data. A pilot corpus including oral presentation (scripted speech) and group discussion (spontaneous speech) have been transcribed first using state-of-the-art technology, i.e. speech recognition, and then manually checked and edited. While an increasing amount of speech data is currently being collected, the approach of adopting ‘crowdsourcing’ (i.e. providing audio/video recordings for interested researchers and students for their own research and receiving completed transcription data in return) will also be adopted. This paper will introduce this unique CAWSE corpus and then discuss the challenges and issues of using various innovative approaches in constructing a L2 multimodal corpus.
There’s no place like this place, any place! Variable quantified compounds of location in Ontario English

This study presents a quantitative sociolinguistic analysis of the English quantified compounds of location in a large corpus of sociolinguistic interviews from thirteen communities in Ontario, Canada. Some–, any–, every– and no– combine with –where and –place to form four doublets, in (1)–(4), which can serve as adverbs or nouns:

(1) Somewhere in the house we used to have pictures [...] I have a picture some-place in the house. (BH, male, b. 1939, KL)
(2) a. There’s nothing, no cars, no objects anywhere. (CC, female, b. 1983, TOR)
b. There’s no lights any-place. (KR, male, b. 1925, BEA)
c. I haven’t found any place I’d rather be. (EB, female, b. 1930, HB)
(3) a. There’s like eleven of us traveling everywhere. (JF, male, b. 1963, SP)
b. There’s people every-place there nowadays. (SB, female, b. 1941, W-BB)
c. Every place we stopped at, we ate some. (MS, male, b. 1991, SP)
(4) a. I had nowhere to ride my four-wheeler. (RC, male, b. 1979, KL)
b. I had no place to eat. (AS, male, b. 1963, TOR)

The communities examined contrast by population size and urban vs. rural, with data from over 588 individuals born 1912–2000, permitting investigation across time, geography, and social factors (sex, occupation, education level).

The –where variants are older. Nowhere is found in Old English, with the others attested in Middle English (somewhere/everywhere c1200–1225, anywhere ~1400). First attestations for the –place variants range from 1819 (anyplace) to 1928 (everyplace) (OED Online). The –place forms are considered “colloquial N. American” (Quirk et al. 1985: 782), and “dial. and U.S.” (OED online), indicating potential correlations with social factors.

Unlike the related pronominal quantifiers with –body and –one (see, e.g. D’Arcy et al. 2013), the compound locatives have not received in-depth examination. Report of the any– forms appears (13% –place) in only one 20th century North American dialect atlas collected under the Linguistic Atlas Project (http://www.lap.uga.edu/). The Dictionary of American Regional English similarly contains an entry only for anyplace (Cassidy 1985: 73).

In Ontario English, the –where variant predominates (87% overall, N=2,394), but shifts from 72% in individuals born before 1950 to 95% in those born after 1950. Quantifier no– stands out as having the highest rate of –place forms (11%), even in the youngest individuals. In fixed-effects logistic regression, year of birth (pre- vs. post 1950) is significant. There are also effects of community and education: larger urban centres and individuals with more education use mostly –where.
These results can be interpreted under the cascade model (Trudgill 1972; Labov 2007), which predicts rural communities further from large population centres will retain declining forms. Interestingly, although –place compounds are relatively recent innovations, they never fully penetrated the vernacular and are in now in steep decline, possibly due to increased levels of formal education in speakers born after 1950. This study shines light on an understudied North American colloquialism, and how a vernacular form winds its way into — and possibly out of — the grammar.
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Towards multimodal constructions: bounded events, bounded gestures

In our poster, we focus on a broad research question of how the way verbs structure events corresponds with formal properties of co-speech gestures in English spontaneous spoken production. In particular, we examine whether the semantic feature of boundedness expressed on verbs correlates with the boundedness marked by co-speech gestures.
The bounded/unbounded distinction is one of the lexicosemantic features that have been traditionally associated with verbal semantics in the aspectuality studies that focus on lexicosemantic classification of events (cf. Vendler 1967, Smith 1997, Filip 1999 among others). More specifically, there are theoretical approaches that distinguish boundedness from aspect as well as telicity (cf. Depraetere 1995), expecting boundedness to refer to events delimited temporally, namely happening within a certain time span. Recently, Croft (2012) has proposed a model of linguistic boundedness that delimits two kinds of bounded events: a) t-bounded events which are temporally framed (e.g. *Yesterday, I took a bus*), and b) q-bounded events that are qualitative state bounded (i.e. they have an inherent endpoint, e.g. *I read a book* [q-boundedness thus equals to the notion of telicity]).

Relation of co-speech gestures and eventuality has been examined in a number of studies on English (McNeill & Levy 1982, Becker et al. 2011, Parrill et al. 2013) and across languages (Duncan 2002). The research has so far revealed systematic correspondences between semantics of verbs and formal features of accompanying gestures, such as shorter and less complex gestures used in achievements when compared with activities or unbounded gestures associated significantly more often with progressives.

In our study, we present results of an analysis of an approximately 90-minute sample of English spontaneous spoken interactions obtained from a multimodal corpus (Carletta 2006). The sample consists of a series of interactions of 3-4 native speakers captured during business meetings (10 English speakers in total). In line with the previous research, we coded the verbs in the sample for aspect and q/t-boundedness. The gestures were coded for boundedness (Boutet 2010, Cienki 2016). The annotation was performed by two independent coders and the inter-annotator agreement was measured (with Cohen’s κ>0.85). First, association of linguistic and gestural boundedness was computed in R (R core team, 2016) (applying mixed-effects models in order to control the inter-speaker variation). Additionally, the effect of aspect was measured.

As for the main results, we have observed a significant tendency of the qualitative state bounded verbs and gestures with accentuated point of movement (i.e. bounded) to co-occur whereas in t-boundedness, no similar association was attested. We assume that these results are due to the fact that t-boundedness is usually expressed lexically whereas q-boundedness in English is formally more opaque, and therefore more prone to be marked explicitly by gesture.
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Making new use of old research: the Language Change Database

Thirty years ago the digital turn in linguistics changed the empirical basis for studies of language change. Since the publication of the first corpora, such as the Helsinki Corpus of English Texts, diachronic corpora have multiplied and grown in size. While the material basis of the research in the field has gradually become more unified and accessible, this is not necessarily the case with publications: English historical linguistics has a long publishing tradition in monographs and articles in collective volumes, which means that the fast-growing empirical work on the changing English language, and the data on which the research are based, is often scattered and difficult to retrieve.

In 2014, we launched a project to remedy this situation. Our aim is to make research more accessible and cumulative by compiling an online Language Change Database (LCD), which will be made freely available to the research community on a wiki-style platform which the researchers can update themselves (Nevalainen et al. 2016). The LCD, which will be published in 2018, draws together a growing collection of empirical studies on the history of English. Each LCD entry is annotated for several features according to which the database can be queried, including grammatical and sociolinguistic keywords, the periods studied, and bibliographical details. The
numerical data discussed in the articles are included as Excel files, which the end users can download and reanalyse on their own computers. Each entry also includes an abstract and a summary of the main findings of the study.

We envisage a wide variety of uses for the LCD in both research and teaching. The database gives an easy access to work published on different topics, periods and data sources, thus providing versatile baseline data for future research and replication of earlier findings with new data sets. As the database grows, it becomes possible to test assumptions on issues such as the rate and direction of language change in particular grammatical domains, periods and registers. It will also be possible to carry out meta-analyses on the numerical data included in the LCD by applying a variety of computational techniques (Baxter & Croft 2016). This approach offers new perspectives, for example, on a given period and invites further computational modelling of the diffusion of linguistic change.

In our poster, we focus specifically on the most recent developments of the database, including a normalisation tool that can be used both to validate the data in the articles (i.e. to check which version of the corpus has been used as the baseline for normalised frequencies) and also to normalise the raw frequencies reported in the articles. For this purpose, we have described the numerical data in the entries using RDF (Resource Description Framework) Data Cube vocabulary, which allows for flexible data combination across data sets and greatly improves the machine-readability and reuse of research data.

We welcome feedback and suggestions from the ICAME community on both theoretical and practical questions related to the database.
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The grammar and semantics of the adjective chosen

The word chosen typically occurs as a verb as in (1). However, it might be used as an adjective in attributive position as well as demonstrated in (2).

(1) For all of the statistical analyses, an alpha level of .05 was chosen to indicate a significant difference. (COCA 2012 ACAD LanguageSpeech)

(2) Her grandfather always said that God gave David’s words and music the power to lift hearts and minds from petty differences to God’s majesty and the blessings He had poured upon His chosen people. (COHA FICTION 2001 Unspoken)

It is interesting to note that the adjective chosen is not listed as such in the current learner dictionaries (OALD, LDOCE). LDOCE only gives the phrase the chosen few.

The assumption in the present project is that the verbal use of chosen is canonical whereas the adjectival use shows non-canonical features. The main aim of this investigation is in how far the adjective chosen has canonical or non-canonical features of adjectives. The definition of ‘canonical’ and ‘non-canonical’ as put forward by Huddleston and Pullum (2002) will be elaborated. Rather than equating ‘canonical’ with „basic […] constructions“ (2002: 46) or information packaging (compare 2002: 1365ff), I will refer to parts of speech and their grammatical and lexical uses. Canonicalness will be expressed in terms of frequency distributions, where canonical uses are more frequent as opposed to non-canonical ones. Quantitative data distributions in terms of grammar, the co-text, spelling alternatives (i.e. whether chosen is spelt with an initial capital letter or not) as well as lexical meanings will be analysed. In particular, this study will focus on lexical and grammatical analyses from a diachronic point of view. The quantitative and qualitative analysis will be based on data taken from COHA and COCA.
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The challenges with annotating requestive speech acts in learner corpora

This paper reports the challenges associated with the use of spoken corpora in investigating the pragmatic competences of learners of English as Foreign Language. The author also presents how she overcame the difficulties in building multi-layered annotation schemes of requestive speech acts, using the UAM CorpusTool (O’Donnel, 2013).

She examined the learners’ requests in shopping role plays with interlocutors in the National Institute of Information and Communications Technology Japanese Learner English Corpus. Drawing on the coding scheme developed by Blum-Kulka et al. (1989), a manual annotation scheme was constructed to identify and classify requests into different strategies, referring to pragmalinguistic features. For example, *I want to try on this jacket* is a direct strategy using the desire verb *want*, and *Can I try on this jacket?* is a conventionally indirect strategy using the modal *can*. Situations where each speech act occurred were also identified for clarifying the functions of requests, such as ‘asking for permission to test an item at a shop’.

However, as the learners’ spoken data may be interactionally incomplete, socially inappropriate, and grammatically erroneous, building additional multi-layered annotations to overcome the following challenges was necessary.

The first challenge is characteristic to spoken data, which contain dysfluency and raise issues of segmentation. In role plays, learners’ utterances may be interrupted by the interlocutor so that one single unit of a speech act can be divided into two non-adjacent parts. Therefore, a single unit was classified into a main and subordinating segment, of which the latter was a remaining utterance of the former. Thus, ‘repair’ in interactions was also identified (Kasper & Ross 2007) to examine the ratio of redundant features, by classifying the learner production into ‘rephrasing’, ‘repeating one’s own utterances’, or ‘echoing the interlocutor’s utterances’, based on extralinguistic tags originally annotated to the Corpus, as well as referring to the interactional information.

The second challenge lies in the learners’ low proficiency: some of their utterances lacked not only grammatical correctness but also logic and coherence in given interactions. Therefore, in terms of ‘grammatical accuracy/discoursal acceptability’, all units were classified into either ‘high’ or ‘low’. The ‘high’ utterances were the ones which were highly grammatical as well as highly acceptable in terms of discourse (i.e., coherently responding to the interlocutor). On the other hand, the ‘low’ ones contained some problematic grammatical/discoursal features, and were further divided into ‘coherent’, ‘incoherent’, having a ‘topic-comment-structure’, and the use of ‘Japanese’. The ‘coherent’ ones, although showing some degree of ungrammaticality, were coherent in terms of discourse, but ‘incoherent’ ones were not. The units iden-
tified as ‘topic-comment-structure’ had an ungrammatical topic-comment structure influenced by the mother tongue, such as “And its color is black”.

The final challenge remains unresolved as it is related to the issue of annotating pragmatic appropriateness to the Corpus, which seems unfeasible. The judgement test was conducted to examine whether judges could agree on assessing the learners’ sociopragmatic competences. Frequently observed linguistic patterns with different strategies in frequently occurring situations were extracted verbatim from the Corpus, and 20 English-language instructors of tertiary education in Japan (10 native speakers of English and 10 of Japanese) evaluated them for the degree of appropriateness: appropriate (i.e., sufficiently polite), a little appropriate (i.e., a little too polite or little impolite), or inappropriate (i.e., too polite or impolite). Thus, 10 different linguistic features ‘asking for exchanges or return of items’, 6 requests ‘asking for permission to test an item’, and 8 features ‘expressing intention to buy an item’ were investigated. The first situation showed the highest Kendall’s Coefficient of Concordance, \( W(0.64) \), but the scores in other two situations were not significantly high.
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**High motor & deceptive athleticism: An analysis of basketball discourse in tweets, comments, and blog posts**

This pilot study is the start of a project investigating the stylistics and discourse patterns of sports talk on the Internet using a large-scale quantitative approach. The research presented in this poster focuses on keywords and -phrases containing adjectives and adverbs, with the goal of adding empirical insights to recent discussions of racial biases and stereotypes in the description of NBA athletes.

Within sports journalism, observers have noted that there appears to be an inventory of labels – such as good fundamentals, high motor, cerebral, and sneaky athletic – that is disproportionately applied to white players (cf. Yoder 2014). In a similar vein,
an analysis of 565 scouting reports has shown that young players are predominantly compared to established players of similar skin color (cf. Garcia 2014). During the 2015-16 season, NBA star Kobe Bryant told an African American teammate to stop going to the hole like a light-skinned dude (cf. Schilling 2016) and play more like a dark-skinned dude (ibid.).

The use of a (monitor) corpus of different text types, from 140-character messages to longform articles, enables a nuanced characterization across online platforms. An automation has been set up to collect posts on two social media sites (Twitter and Reddit) as well as blog articles for each day of the current season of the National Basketball Association. For this poster, the time period between October 25th, the first gameday of the regular season, and February 16th, the last gameday before a mid-season break, has been selected. The table below provides an overview of the distribution of words in the sample corpus.

<table>
<thead>
<tr>
<th>Words by month and text source</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Reddit</td>
</tr>
<tr>
<td>Twitter</td>
</tr>
<tr>
<td>All</td>
</tr>
</tbody>
</table>

While all blog articles and almost all collected Reddit discussion threads relate to basketball, the Twitter component offers no straightforward way to distinguish posts about the NBA from any other topic. For that reason, a wordlist consisting of basketball terms as well as team and player names is used to narrow down the tweets for further analysis.

In addition to traditional keyword analysis, methods of topic modelling are employed in order to investigate where - and to what degree - stereotypical descriptions occur in the discourse and whether there are indeed certain clusters that can be explained by racial or cultural biases.
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The Mirror of Alchemy: Alchemical texts as a source for corpora

The source material for historical corpora – usually scholarly editions – are often not entirely accurate with regard to the original text, sometimes even if the editions in question claim to be faithful representations of the original. Documentary editing of historical material can provide a solution to that issue: the documentary method seeks to provide a faithful witness of the original material and to avoid any ahistorical, editorial insertions. The problem even with accurate documentary editions, of course, is that if they are in print, a corpus compiler will still have to digitise the material; and with any manipulation of the original text, the risk of error grows greater. Thus, digital documentary editions are of the most use to historical corpus linguists (Lass 2004).

Alchemy was one of the first experimental sciences in the Middle Ages and influenced the development of chemistry. A multitude of English medieval alchemical manuscript texts survive, written in both Latin and the vernacular. However, the uncharted material vastly outnumbers the texts edited so far (Grund 2013). Vast amounts of early modern alchemical manuscript material also exist and remain largely unedited. In order for corpus linguists to utilise this branch of early scientific writing, more alchemical texts need to be edited – preferably in a digital form immediately compatible with corpus search tools. This poster will present one such editorial project.

The Mirror of Alchemy (MoA) is a well-known alchemical work, previously (and spuriously) attributed to Roger Bacon (c. 1214–1292). My doctoral research concerns the seven extant, as yet unexplored English-language manuscript versions of MoA (15th–17th centuries). A TEI XML based, open-access digital scholarly edition (DSE) of the versions of MoA will form part of my PhD dissertation: the DSE will be documentary, but combined with a reader-friendly best-text edition. My editorial principles build on the standards for the digital editing of Middle English texts proposed by Marttila (2014). Marttila edited Middle English culinary recipes; I will adapt his methods to suit the editing of alchemical texts and to accommodate the early modern versions of MoA. The TEI XML encoding will make the DSE searchable and usable for quantitative research. The edition aims to be an accurate representation of the manuscript texts, and will encode aspects of the manuscript text including rubrication, changes in hand, marginal notes and code-switching. The aim is to also include POS tagging.

Early English scientific writing has long been an important part of corpus compilation (e.g. the Middle English Medical Texts and Early Modern English Medical Texts corpora). Interpreting the world of early science through an eventual corpus of alchemical texts will only be possible with more – and accurate – editions of alchemical material (such as e.g. the edition of Isaac Newton’s alchemical writings, Newman 2005). My edition of MoA will contribute towards this goal.
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Democratisation and language practices: Introducing the DEMLANG project

Sociocultural processes related to the notion of democratization are known to have had an impact on how English has changed particularly during the latter half of the twentieth century. Earlier studies on 20th-century English have documented how features of colloquial and private language are spreading increasingly to the public sphere, and how linguistic systems shift with changing ideologies (e.g. Mair 2006, Leech et al. 2009, Farrelly & Seoane 2012). What is less clear, however, is how this process has influenced language use in a longer diachronic perspective. This applies also to the related, but separate process of mediatization, understood as comprising the rapid changes in mass media and the overall increase of mediated communication (e.g. Krotz 2008). This poster introduces Democratization, Mediatization and Language Practices in Britain, 1700–1950 (DEMLANG), a newly launched research project at the universities of Tampere and Helsinki, Finland, funded by the Academy of Finland 2016–2020. Using large digital data sets, DEMLANG aims to produce new information to describe the two-way relationship of language practices and the sociocultural processes of democratization and mediatization.

The poster provides an overview of the different sub-projects and the ways they plan to make use of a variety of public texts mediating ideologies and values, such
as newspaper texts, political speeches, parliamentary records, and novels. The data comes from corpora and databases of different sizes including Hansard Online (https://hansard.parliament.uk/) and the British Newspaper Archive (http://www.britishnewspaperarchive.co.uk/). New corpora will also be collected, such as The Punch Corpus. These texts will be interrogated through quantitative and qualitative methods to foreground different aspects in the interrelationship of democratisation and mediatisation and their role in developing and promoting linguistic practices. The phenomena in focus include changes in the rhetoric of expert discourses, explicit linguistic markers of power, stance, voice, identity construction and categorisation, as well as multilingual practices.
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Presenting Knowledge of the World: An Analysis of Appraisal in the English Renaissance

When John Florio (1553–1625) presented his translation of the French explorer Jacques Cartier’s Voyages (1580) to his English readers, he did so wishing to give “no smal commoditie and benefite to this our Countrie of Engelande” through the access to the “infinite treasures” of geography and navigation already known to the Spanish, the Portuguese, and the Venetians. The translation, he states, reveals secrets previously unknown to the English seamen and is hence beneficial to the nation as a whole. Similar evaluations stressing the usefulness of geographical, navigational, or historical accounts were a staple of renaissance translators’ prefatory matter.

In my poster, I analyze the ways in which works providing knowledge of the world are presented to new audiences within renaissance England. I conduct a computer
assisted analysis of evaluative language within a 40,000 word corpus of translator’s prologues and dedications in works of history, geography, and navigation, translated and printed during the sixteenth century.

I utilize the **appraisal framework** (AF) in annotating the tokens of evaluative language. Developed by the Australian systemic functionalists, AF is a model for the categorization and analysis of linguistic resources of emotion and opinion (Martin and White 2005; Martin 2000). Rather than viewing evaluation simply as the speaker’s way of construing his or her experience of the world, AF considers evaluation as an interpersonal tool, a method for building solidarity within communities by expressing and upholding communal values. Hence the tokens of evaluation are annotated not only according to their position within the typology of appraisal, but also by their emoter, target, and complexity.

Within the context of renaissance prologue and dedication, appraisal analysis reveals the mix of textual traditions and new ideas and knowledge. For example, while the ancient tradition of humility discourse (see e.g. Curtius 1990; Janson 1964) often manifested as negative evaluations, a more positively toned prosody is also readily apparent: the values of **novelty**, **necessity**, and **usefulness** of the translated content are juxtaposed with the **rudeness** of its new form.

This poster is a part of my PhD dissertation project, in which I study the evaluation of the book in sixteenth-century England, within a 90,000 word corpus of translators’ prologues and dedications.
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Creating a mosaic of English language usage with student-compiled micro-corpora

This poster suggests a new way of combining corpus linguistic research and teaching that simultaneously benefits the description of the English language and the development of students’ research skills.

If we wish to interpret the world through corpora, as suggested by the theme of this ICAME conference, the corpora used need to reflect the world in a comprehensive manner. Since “the” English language is an abstraction over immensely diverse communicative situations, recent research has placed a strong focus on the corpus-linguistic investigation of variation. For instance, regional variation can be compared with a growing number of ICE Corpora, and ICLE permits the comparison of variation between learners of English with different linguistic backgrounds. However, even corpora for specific subsets of English language usage that do not follow identical collection and coding guidelines still contribute to the comprehensive linguistic description of the language. This applies particularly where situation-specific usage in the sense of Biber & Conrad’s (2009) register variation is investigated, and where important differences between the communicative situations may prevent completely shared guidelines. Recent attempts to foster the description of so-far underresearched registers (e.g. Schubert & Sanchez-Stockhammer 2016) have resulted in corpus-based analyses of e.g. hip-hop lyrics (Kreyer 2016) or the language of crossword puzzles (Pham 2016). Each new corpus compiled for a specific register of the English language increases our means of learning more about this particular register, the English language as a whole and variation in general.

In the course of their linguistic studies at university, numerous students write coursework on empirical subjects. For some of these projects, students compile their own corpora in order to answer their research questions (e.g. whether male and female tabloid talk show hosts differ regarding their interruptive behaviour). These early-stage researchers invest a large amount of time and effort to compile corpora on highly specialised topics such as basketball commentaries or the phonetic representation of Russian accent in Hollywood films. However, after the marking of the students’ coursework, such corpora are usually not put to any other use and are thus lost to the linguistic research community. This is where my project sets in.

I am currently compiling an open-ended collection of student micro-corpora which will be made available through the University of Erlangen-Nuremberg’s online linguistics platform Erlingo in early 2017. Users will be able to download the corpus files in text format, accompanied by pdfs with information for each corpus.

My poster gives an overview of the project’s goals, its legal background (e.g. the copyright filter), the currently included corpora (with samples) and the types of metadata coded in the corpus files. The poster argues that the publication of student micro-
corpora from high-quality coursework offers important potential for register research (e.g. by laying the foundations for clusters of similar corpora) and for teaching (e.g. by increasing students’ motivation and accuracy due to the incentive of product orientation).
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Patterns and meanings of verbal hedges in Chinese scholars English research articles: A corpus-based contrastive approach

Various studies (e.g. Hyland, 1994, 1996a, b, c, 1998a, b; Markkanen & Schröder 1997; Varttala 1999) show that academic discourse is characterized by a heavy use of hedging expressions which serve important roles in helping express a wide variety of evaluative meanings and discourse functions and an appropriate use of this device forms an indispensable part of successful academic communication.
However, most previous studies of hedging expressions and meanings tend to be focused on single words, with insufficient attention paid to the frequent patterns in which hedges occur and the characteristic meanings and functions they express in their local environments. Moreover, while a number of studies deal with the hedging expressions in academic texts written by native scholars (e.g. Hyland 1996b, c, 1998a, b; Myers 1989; Salager-Meyer 1994), little is done about the hedging features of Chinese scholars English research articles (with the exception of Xu, Zheng & Zhang 2014; Yang 2013). To further bridge this gap, this study conducts a corpus-based research of patterns and meanings of verbal hedges in academic texts and aims to explore the following research questions:

1. What are the frequently occurring patterns of verbal hedges in Chinese scholars and native scholars English research articles? Are there any differences between them in terms of form and frequency?
2. What specific discourse and strategic meanings are realized by particular lexical sequences of verbal hedges in Chinese scholars English research articles?
3. What potential implications can be provided for English academic writing for Chinese students and academics?

The corpora analyzed are the Chinese Scholars Academic English Corpus (CSAEC) and the Native Scholars Academic English Corpus (NSAEC), each of which consists of 7.4 million tokens by a random selection of English research articles from international journals with high SCI (SSCI) impact factors in 23 disciplines. The idiom principle (Sinclair, 1991), extended unit of meaning (Sinclair 1996, 2004), pattern grammar (Hunston & Francis 2000) and evaluation (Thompson & Hunston 2000) are adopted as the analytical instruments. The target research words are the 11 most frequent hedging judgmental verbs (INDICATE, SUGGEST, PROPOSE, PREDICT, ASSUME, SPECULATE, SUSPECT, BELIEVE, IMPLY, ESTIMATE, and CALCULATE) listed in Hyland’s (1998b) study. We carry out the research in following steps: hedges extraction, pattern identification and function exploration.

This study shows that frequently occurring lexical sequences of verbal hedges have 8 patterns of use. The pattern headed by inanimate nouns is the most frequently used one by both Chinese and native scholars. However, it indicates that the patterns significantly more frequently used by Chinese scholars are We V (that), AUTHOR V (that), It V (that), and V (that), while I V (that) is significantly less frequently used compared with those used by native scholars. In addition, the other two patterns It BE V-ed (that) and Let us V (that) show no strikingly different frequencies in the two corpora.

Corpus evidence from the CSAEC also reveals that various lexical sequences of verbal hedges constitute an integral part of academic texts, and realize specific discourse and strategic meanings. The recurrent lexical sequences of verbal hedges perform five discourse functions in the academic texts under study, namely, interpreting data, formulating claims, validating model or theory, reasoning and reporting, and also realize four strategic meanings: accurate representation strategy, consensus strategy, claim commitment strategy and engagement strategy. Realizations of these
functions depend on the co-selection between lexis, pattern and discourse structure, among others.

The findings of this study have thrown important insights for understanding the feature and nature of hedging patterns in association with academic evaluation and strategy. They are of potential value for improving academic writing pedagogy.
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Software demonstrations
#LancsBox: A new-generation corpus analysis tool

In this software demonstration, we introduce #LancsBox, a new software package for the analysis of language data and corpora, which was developed at Lancaster University. Following the recent debate in the field (e.g. McEnery & Hardie 2011; Kilgarriff 2012; Gries 2013; Liljefors et al. 2014; Brezina & Meyerhoff 2014; Brezina et al. 2015; Gablasova et al. 2017) and responding to the challenges identified in the debate, we have developed a software tool that incorporates a number of existing analytical techniques and adds new innovative methods that enable more efficient and sophisticated exploration of the data. #LancsBox can be used by linguists, language teachers, translators, historians, sociologists, educators and anyone interested in quantitative language analysis. It is free to use for non-commercial purposes and works with any major operating system.

#LancsBox takes plain text or XML file input and processes data automatically adding part-of-speech annotation using Tree Tagger (Schmid 1995). It can be used with any language; some types of analysis which require morphological annotation of the data can be performed with languages supported by Tree Tagger. Currently, parameter files are available for Bulgarian, Catalan, Chinese, Coptic, Czech, Dutch, English, Estonian, Finnish, French, Galician, German, Italian, Latin, Mongolian, Polish, Portuguese, Romanian, Russian, Slovak, Slovenian, Spanish and Swahili. However, the users can supply their own parameter files for any language of their choice.

In particular, #LancsBox:
- Searches, sorts and filters examples of language use.
- Compares frequency of words and phrases in multiple corpora and subcorpora.
- Identifies and visualises meaning associations in language (collocations).
- Computes and visualizes keywords.
- Uses a simple but powerful interface.
- Supports a number of advanced features such as customisable statistical measures.

This software demonstration highlights innovative features of the new tool with the focus on visualization of collocations and keywords. In addition, we also discuss more general principles of statistical data analysis and visual data display that can be used for effective presentation of quantitative findings based on language corpora.
#LancsBox can be downloaded for free from the tool website http://corpora.lancs.ac.uk/lancsbox. Version 3 with new features described in this demonstration will be publicly released in September 2017; version 2 is available in the meantime.
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Exploring English dialects online: The FRED corpus as interactive open-access tool

FRED - the Freiburg Corpus of English Dialects - is a monolingual spoken-language corpus of regional English dialects from nine major dialect areas in England, Wales, Scotland, the Hebrides and the Isle of Man. The corpus samples approximately 2.5 million words of transcribed text and 300 hours of recorded speech (Hernandez 2006; Szmrecsanyi and Hernandez 2007). The central aim in creating FRED was to provide a solid geographically balanced database for investigations into morphosyntactic variation in traditional British English dialects. Until recently, such investigations using the full corpus have been restricted to on-site research in Freiburg, with off-site uses being limited to a small subset of the corpus.

This talk outlines how FRED is now being made available world-wide by publishing it online via the University Library’s Current Research Information System (FreiDok plus). We demonstrate how FRED transcripts and audio files (in a first step, of the subset “FRED-S”, comprising roughly 1 million words) can be accessed online. Furthermore, we present an interactive research database featuring a full-text search engine and various filters to sort the corpus files by geographical and social parameters, such as dialect area, speaker age and sex. Both the corpus and the database will be linked to a multimedia platform for corpus-based instruction and e-learning (“FREDDIE”) which will provide FRED materials for the classroom.

In sum, this data presentation aims to show that FRED online offers multiple opportunities for research, teaching and learning.
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Coquery: a free corpus query tool

Coquery (http://www.coquery.org) is a free corpus query tool for Windows, macOS, and Linux. Its aim is to provide an accessible working environment for various analysis tasks encountered in corpus linguistics, and for which the available software tools do not offer an easy solution. This software demonstration will give an overview of the main features of Coquery.

In McEnery & Hardie (2012)’s taxonomy, Coquery may be considered a “third-generation concordancer”: it is a desktop program which can be used to create concordances, frequency lists, collocations, and keyword analyses (McEnery & Hardie 2012: 41). Yet, it also incorporates many of the characteristics that they ascribe to the web-based “fourth-generation” systems such as a powerful underlying SQL database engine and an optional client-server model (McEnery & Hardie 2012: 45). These characteristics enable the software to manage large corpora such as COCA on a reasonably modern computer.

Coquery supports several English corpora (e.g. BROWN, BNC, COCA, ICE_NG, Switchboard) and lexical data bases (e.g. CELEX, CMUdict). Users can also use Coquery to build their own corpora from text collections in a variety of formats (e.g. HTML, PDF, or .docx). Meta data can be added to each included file, and user corpora can automatically be lemmatized and POS-tagged using the NLTK framework (Bird et al. 2014).

One of the key strengths of Coquery is its user-friendly yet flexible interface which is used to access the supported corpora. The syntax is an extension of the well-known “classic” syntax used by the COCA website. Users can freely choose the corpus features which will be included in the query results. The results can be grouped, sorted (including reverse-sort), and filtered, and users can seamlessly switch between e.g. collocation lists and KWIC views. Different types of functions can be applied to the data, such as string functions (e.g. number of characters, regular expression matching), logical functions (e.g. “larger than”, “equal”), and statistical functions (e.g. type-token ratio, query entropy, relative frequency). Data tables from different corpora can be joined using a similar approach to that described in Davies (2007) so that users can, for example, enrich the query matches from the BNC with morphological parses
from the CELEX Lexical Database or phonological transcriptions from the CMUdict pronunciation dictionary. The combination of these features enable users to perform complex analyses without the need of learning a programming language.

Coquery also features a visualization module that encourages the interactive exploration of corpus data in the spirit of Siirtola et al. (2011). For example, the distribution of matches across a corpus can be visualized in barcode plots (similar to those provided in AntConc, Anthony 2005) with interactive controls that provide access to the context of each match. Bar charts and heat maps are available for contingency tables, and diachronic developments may be visualized in different types of time-series plots.

Due to its open-source nature, Coquery welcomes additions from other Python programmers. For example, the list of supported corpora may be expanded by programming new corpus installer modules, or further visualization modules might be added.
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The increasing number of digitised or born-digital datasets means that computer-aided analysis of texts is becoming more and more common. Corpus linguistics provides a well-established repertoire of tools and practices for performing such analyses: techniques such as keywording, n-gramming and concordancing have aided in diverse tasks such as lexicography, discourse analysis and the development of new grammars.

One shortcoming in contemporary corpus linguistics is a lack of engagement with state-of-the-art methods from natural language processing and computational linguistics, which allow accurate grammatical parsing of arbitrary text, and automated searching of parser output. These parsed data structures facilitate rich insights into discourse, meaning, function and semantics in corpora that are not possible using more traditional corpus linguistic tools.Parsed data makes it possible to move beyond analysis of word-forms and their co-adjacency, toward more sophisticated account of lexicogrammar. Other key NLP tasks, such as co-reference resolution and sentiment analysis, also open up new epistemologies for corpus linguistics. Despite the promise of these developments, tools are still needed in order to make these technologies available to users without a great deal of training in computational workflows.

A second shortcoming is a lack of engagement with the metadata that often accompanies, or is manually added to, digitised text. Corpora can be internally structured according to a metadata feature (genre, date, speaker ID, etc.), so that corpus interrogation can model differences between subcorpora. Dynamic, symbolic arrangement of subcorpora means that the same dataset can be investigated from a number of perspectives. A corpus of news articles containing author names, dates of publication and topics, for example, could be used to model author variation, register or longitudinal language change. At the same time, currently out of reach of current tools is the ability to create new annotations and metadata during the interrogation process. Ideally, it should be possible to locate text spans matching some criteria, annotate these spans with useful information, and then use these annotations as subcorpora or data filters in searches that follow. In this way, it could be possible to collapse the divide between corpus building and corpus interrogation, facilitating iterative improvement of data quality and search accuracy.

In this presentation, I introduce tücan (https://tucan.readthedocs.io), a free, open source, well-documented corpus linguistic tool that addresses the shortcomings listed above. The tool has a powerful backend and a feature-rich, web-based frontend. Each differs in power and ease of use, but both make possible new kinds of functionally driven analysis of text corpora. Both interfaces are presented alongside use-case examples from a project aiming to understanding the shifting use of „risk language“ in print journalism. A roadmap for future development is also briefly discussed.
Text Variation Explorer 2: a new tool for exploring corpora

Text visualization is an active research area of information visualization. Kucher and Kerren (2015) made a survey of currently published text visualization techniques and maintain an interactive, online directory of them which can be updated by the research community. The number of techniques described has rapidly risen from the initial 141 to 365 in less than two years. Currently, only 7 out of 365 techniques are listed as linguistically motivated, including the first version of our freely available text visualization tool, Text Variation Explorer (TVE; Siirtola et al. 2014). We are developing a new iteration of our tool where the focus is on user-friendly distribution and sampling of corpora.

Interactive text visualization is a way to gain rapid insight into text, its structure, complexity, and variation. This exploration is often a fruitful approach to raise questions and make hypotheses about the text. It is not meant as a substitute for rigorous linguistic or statistical analysis, but to serve as a starting point for a study. Besides text analysis, the interactive approach can also help when we drill down to the part of the corpus we are currently interested in. This phase is usually based on the metadata describing the corpus contents, such as genre, time period or social category. In our tool, a direct-manipulation query interface allows the user to rapidly construct the text samples needed for the problem at hand.

Studying a corpus with an analysis tool often involves many preliminary steps. The corpus text and metadata might need transformations into a format accepted by the tool, like change of character encoding or changes in the POS tagging – steps that many of us find cumbersome. We propose an approach where the corpus is packaged within the analysis tool, ready to be studied. TVE2 is designed to complement concordance-based corpus query software like CQPweb (Hardie, 2013) as an exploratory tool that uses simple, language-independent text measures in an interactive visualization. This approach is especially viable for older, historical corpora, such as the ICAME Corpus Collection. These corpora are typically small but carefully compiled. As they have spawned a great deal of research in the past, we wish to introduce them to a new generation of corpus linguists in a format that we believe they will find useful. We also expect the format to prove useful for teaching purposes.
In our software demonstration, we will present TVE2 bundled up with a selection of ICAME corpora, giving them a new life within the software. We will show how TVE2 can be used to discover interesting variation in corpora in terms of several measures, including type/token ratio, proportion of hapax legomena, average word length, and principal component analysis with a user-given list of words. The measures, which are well suited to exploring e.g. stylistic and register variation, are visualized using simple scatterplots, the key feature of which is interaction: users can select the linguistic and metadata variables to be visualized and change them on the fly. Moreover, the visualizations and corpus texts are linked, so that clicking on one will highlight the corresponding section on the others. The new version of our tool makes it easy to compare different time periods, genres and other metadata categories both within and across corpora.
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A corpus infrastructure for accessing multimodal data: NewsScape and the Distributed Little Red Hen Lab

The UCLA Library Broadcast NewsScape (see Steen & Turner 2013) is a collection of over 300,000 hours’ worth of news programmes (in a wide sense, including talk shows) in more than 20 languages. The English portion – mostly from the United States – is by far the largest component with over 330,000 shows totaling at roughly 1.7 billion words in 2016. The collection consists of video recordings aligned with transcriptions extracted from the closed captions (subtitles) transmitted with the video. The transcriptions (all transmitted in upper case) are then automatically annotated with both custom-made tools, e.g. to detect commercials, story boundaries, sentence
boundaries, meta-information such as voice quality, etc. and a range of state-of-the-art NLP tools to obtain PoS, lemma, parse trees, “TrueCased” text, co-reference resolution, named entity recognition, sentiment analysis, frame and semantic role labelling. At the same time, optical character recognition (OCR) is run on the video to capture on-screen text. In a further step, automatic annotation of the video is run to detect elements of the visual representation; a demo of a prototype is available at https://matthewwhitaker.me/gci/realtime/.

The Distributed Little Red Hen Lab (http://www.redhenlab.org) is a global co-operative of researchers working mainly on multimodal communication. In the process, we also contribute to the improvement of the NewsScape collection, e.g. by providing automatic and manual annotation or by deriving corpora to be used in linguistic research. While the co-operative cannot act as a simple service provider it welcomes scholars to join and contribute their annotations, analyses or software in return for access to the collection. This software demonstration will give an overview of the structure of the NewsScape project and the tools provided the Distributed Little Red Hen Lab, focusing on the English data. The features to be demoed are:

- Corpus queries using
  - a corpus-linguistic approach via a modified version of CQPweb (Hardie 2012) with direct access to videos,
  - a tailor-made search engine that exposes all levels of annotation via a very powerful query builder,
  - a GisGraphy Geo-Information system,
  - the treebank.info interface (Uhrig/Proisl 2012) to search for grammatical structures and collexemes.
- A variety of potential annotation processes for various user requirements
  - within CQPweb,
  - with the Red Hen Rapid Annotator (mainly for classification tasks),
  - with the Online Annotation tool,
  - with standard spreadsheet software, making use of the export/import functionality,
  - with external tools such as ELAN, making use of the export/import functionality.
- Post-query analyses, optionally based on one’s own annotations, such as
  - calculation of collocation candidates in CQPweb,
  - analysis of distribution in CQPweb,
  - export to standard spreadsheet software or statistical packages such as SPSS or R.
- Re-integration of one’s own annotations into the repository in the spirit of the Distributed Little Red Hen Lab.
Creating custom concordancers for research and teaching

Most corpus-linguistic work today relies on two major categories of concordancers: corpus-specific concordancers that are tailored to a particular corpus (or set of corpora) and typically hosted on the web, such as the BYU corpus interfaces (e.g. Davies 2008-), and general-purpose concordancers such as AntConc (Anthony 2014) or Wordsmith Tools (Scott 2016), which are designed to work with any corpus and are invaluable because of this flexibility. However, both have significant downsides in areas of research such as corpus-assisted discourse studies (see Baker 2006), for which a specialized corpus must often be constructed. This is because preexisting corpus-specific concordancers typically cannot be used with other corpora, and general-purpose concordancers are somewhat limited by their generality. They are designed to work best for longer prose texts and often cannot leverage the structure of different kinds of corpus data, such as paired elements in a question-and-answer corpus or lines of dialogue in a TV script corpus. Furthermore, specialized corpora often have rich, multi-level annotations, such as topic or question type. Researchers may find it helpful to be able to quickly and interactively restrict particular corpus-linguistic analyses to only certain parts of the data, but this is a somewhat burdensome process in general concordancers. Another problematic aspect of general-purpose concordancers is that they may be confusing to learn for beginning users. This can make it difficult to inte-
grate corpus-based practices into general linguistics and ESP teaching, which would otherwise be a natural fit for corpus methodologies.

We argue that corpus-specific custom concordancers can alleviate the above concerns. First, they can be tailored to the structure of the (meta)data and therefore enable convenient access to the data for research purposes. Second, they work well in the classroom: much of the incidental complexity of corpus work, such as loading corpora, is already taken care of, and instructors can adapt the capabilities of the tool to the needs and goals of the class, leading to a straightforward and clean interface.

To this end, we introduce an open-source, cross-platform (Windows, Mac, Linux, mobile) framework for building custom concordancers. This framework is built with the package Shiny (Chang et al. 2016) for the programming language R (R Core Team 2016) and yields concordancers that can be hosted on the web or run on local computers. R is frequently used as a statistics toolkit within linguistics departments, so the construction of custom concordancers can leverage existing expertise. Our primary aim, however, is to allow even users with minimal programming knowledge to construct simple concordancers for specific kinds of data. We show how to use the concordancers and framework, and showcase some example applications.
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